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ABSTRACT

Nowadays, many different image processing applications are
of high interest to maritime authorities because of security
reasons. Depending on the application, different kinds of
images are employed. The extraction of ship silhouettes re-
quires high resolution images in order to obtain accurate re-
sults. However, when the characteristics of the naval environ-
ment are visible the background complexity increases greatly
and automatic approaches fail. In order to overcome these
difficulties we propose an automatic initialization for graph
segmentation techniques. A comparative study of earlier sug-
gested initializations for different graph segmentation tech-
niques is also presented. It shows that, under such unfavor-
able image conditions, finding the proper initialization in an
automatic way is not trivial. Yet, the precision and recall
achieved by our initialization are considerable higher regard-
less the graph segmentation. Furthermore, the performance is
highly increased since the best results are obtained after only
the first iteration.

Index Terms— naval images, automatic initialization,
silhouette extraction, graph segmentation

1. INTRODUCTION

Due to security reasons, there is a wide range of image pro-
cessing applications that are of great interest to maritime
authorities. The images employed differ according to the
specific requirements of these activities. For example, remote
sensing imagery has been very often employed in coastal
surveillance due to its long operating distance and wide
monitoring range. Infrared images are widely used as well.
However, this paper concentrates on high resolution images,
which are more suitable for extracting precise information, as
ship silhouettes. Ship silhouettes are valuable features, also to
build 3D models which can in turn be employed as reference
for further ship classification.

The characteristics of infrared images allow to simply
search for the darkest or brightest region [1] in the image.
The same fact makes the segmentation performed in [2] a
task of little difficulty, according to them. In remote sensing
images, ships usually have opposite gray values of the sea

region. Furthermore, the gray distribution of the background
is barely spread. This may facilitate the ship localization as
noted by [3]. Simple shape analysis [4], histogram based
segmentation [5], filtering by local gradient analysis [6] or
the application of an appropriate threshold [7] are enough
to extract the ship candidate. Sometimes user interaction is
requested [8] or indicated if the gray distribution of the sea
region is very disperse [9].

As the image resolution increases, the background sim-
plicity decreases and the previous techniques are no longer
successful. Due to the reflection effects the gray distribution
varies highly, which might also lead to the existence of re-
gions in the water. The incidence of light modifies not only
the intensity of the background but also the color. Besides,
the number of edges produced by waves is particularly high,
which rarely occurs in other scenarios. The waves might even
have stronger edges than the ship, specially in wakes in the
direction of the ship.

A course localization, which is obtained under these con-
ditions, is suggested in [10]. However, when it comes to the
precision necessary to build 3D models, a further improve-
ment is required as stated there. In order to extract the ship
silhouettes, we propose the use of graph segmentation tech-
niques, which are proved in this paper to overcome these dif-
ficulties if they are properly initialized.

Despite of their high performance, the initialization is pre-
cisely one of the drawbacks of graph techniques. Further-
more, for an accurate segmentation user input is required un-
less an automatic procedure is specifically developed. Auto-
matic initializations have been proposed in different contexts,
as the detection of arbitrarily shaped buildings [11], human
segmentation [12] or clothing extraction [13]. However, due
to the complexity of the naval backgrounds in these images
an automatic initialization that leads to precise results is not
straightforward. Thus, the proposed initialization is compared
to a ten percent frame initialization and a previous approach
presented in [14], when the GrabCut [15], MorphCut [16] and
an extended MorphCut [14] are applied.

This paper is organized as follows. The process of ex-
tracting the ship silhouette, which is composed of two parts,
is shown in Section 2. The different initialization procedures
to be compared, including the proposed initialization, are de-
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scribed in subsection 2.1. The graph segmentation techniques
that are applied to them are summarized in subsection 2.2.
Final results are evaluated in Section 3 and conclusions and
further considerations are drawn in Section 4.

2. SILHOUETTE EXTRACTION

2.1. Automatic Initializations

The image conditions faced (see Fig. 1) cause that automatic
initializations of graph segmentations are not trivial. This is
proved by applying them to several different initializations,
which are presented in the following.

Assigning a frame of the image as background, as in [13],
is a simple automatic initialization. The portion of image used
as frame can vary. For this study, a 10% portion of the image
is indicated as background (see Fig. 2a).

A second initialization, which is developed also for this
kind of images, is taken under consideration [14]. A grid of
seed points is produced in the image and random pixels are
assigned to them. Furthermore, a mesh point is calculated for
each seed point and all of them are triangulated. A path re-
sistance between the knots of the mesh is calculated based on
the similarity between seed points and the silhouette is cre-
ated. The result of Fig. 1 is shown in Fig. 2f.

The proposed initialization is a shape based approach and
intends to take advantage of the adverse conditions of this
environment. Despite of the variety of edges in these images,
those that contribute to give the semantic sense of ship are, in
fact, straight lines. Based on this simple but effective fact, the
next steps are developed.

• The ship centerline, defined by [3] as the line con-
necting the point of the bow through the center of the
stern, is estimated first. The Standard Hough Trans-
form (SHT) [17] is applied to detect only the longest
lines in the image. Next, the retrieved lines are clus-
tered according to their orientation θ. Each group j is
composed of lj lines, where j = 0, . . . , n− 1 and n is
the number of groups. The line i of the group j fulfills
that θi,j ∈ [θ0,j , θ0,j + ϕ] with i = 0, . . . , lj − 1 and
θ0,j + ϕ < θ0,j+1. The orientation of the centerline is

then given by θcl =
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ĵ
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j

lj is

the selected group.

• A set of feature angles, θd, θk and θm, is defined for the
enhancement of meaningful lines, i.e. those that deter-
mine the ship. They are assumed to lie within certain
ranges and fitted with respect to the centerline, which
makes the algorithm independent of bearing and eleva-
tion changes. The voting process of the SHT is modi-
fied in order to ensure their enhancement.

Fig. 1: Original image

• In order to eliminate waves or disturbances that might
belong to the feature angles model, a segment based
processing is performed in two steps. One of the prop-
erties of the SHT is the accumulation of points as part
of lines even though there might be gaps in between.
Thus, it can be used to remove them. Subsequently, the
last spurious segments are pruned setting an adaptive
threshold that takes in consideration the eventual sym-
metry and elongated shape of the ships.

The Graham’s scan algorithm [18] is applied to the endpoints
of the remaining segments, achieving the convex initialization
of Fig. 1 that can be seen in Fig. 2k.

2.2. Graph Segmentation Techniques

The GrabCut algorithm is an iterative segmentation for RGB
color space. The color information is introduced by Gaussian
Mixture Models (GMMs). A full-covariance Gaussian mix-
ture with K components is employed for foreground pixels
and another for background pixels,

θ = {π(α, k), µ(α, k),Σ(α, k), α ∈ {0, 1}, k = 0, . . .K},
(1)

where α is the segmentation array, π are the weights, µ the
means and Σ the covariances. Additionally, a vector k =
{k1, . . . , kN}, where ki ∈ {1, . . . ,K}, indicates to which
GMM component each pixel belongs. After an initial trimap
T is indicated, the energy minimization process begins. The
energy for segmentation is given by

E(α,k,θ, z) = U(α,k, θ, z) + V (α, z), (2)

where z represents the image array, U(α,k, θ, z) is the data
term that considers the color GMM models and V (α, z) is
the smoothness term.

The second segmentation, MorphCut, is an extension of
the GrabCut algorithm. It inserts an intermediate step that
allows to reconsider the labels of pixels around the segmenta-
tion border in the next iteration. Thus, convergence is slower
and furthermore, the energy no longer decreases monotoni-
cally. Nevertheless, as noted by the authors, the GMMs fit
better to the color distribution of these images and therefore a
stable result is also achieved. An example can be observed in
Fig. 2.
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(a) 10% frame initialization (b) iteration 1 (c) iteration 2 (d) iteration 10 (e) iteration 15

(f) initialization of [14] (g) iteration 1 (h) iteration 2 (i) iteration 10 (j) iteration 15

(k) proposed initialization (l) iteration 1 (m) iteration 2 (n) iteration 10 (o) iteration 15

Fig. 2: The results of applying the MorphCut to the three different initializations of Fig. 1 are shown in each line. Black pixels
represent the background and white pixels the foreground.

A pyramid structure to scale the input image of MorphCut
is suggested by [19]. The levels of the pyramid, or the scaling
factors, are based on the number of iterations selected. The
first initialization of the GMMs is employed for the rest of
iterations assuming they remain practically constant. How-
ever, in order to obtain a stable result, the initialization of the
GMMs before every new iteration is suggested by [14], which
is the extension of MorphCut finally employed.

3. EVALUATION

The evaluation of the different silhouette extraction proce-
dures is performed on a dataset of 51 images. These images
contain different models of ships under different illumination
conditions. Furthermore, there are no constraints regarding
their elevation or bearing. No simulated data is employed.

In order to assess the quality of the results, the ship sil-
houette is manually extracted from each image. The hand-
made ship silhouettes are compared to the results obtained for
each initialization and segmentation. Thus, precision and re-
call are calculated. The average precision of the proposed ini-
tialization, i.e. before applying any segmentation technique,
is 74.74%. And the recall is on average 85.95%.

The results of GrabCut along 15 iterations can be ob-
served in Fig. 3. When it is initialized by the 10% frame,
results reach stability after very few iterations. However, its
quality is considerably poor compared to the other initializa-
tions. The second initialization leads to worse results than the
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Fig. 3: Average precision (’×’), average recall (’♦’) and F-
measure (’+’) of the image set when GrabCut is used.

proposed initialization. In terms of F- measure, 82.48% and
87.05% after the first iteration respectively. Furthermore, it
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Fig. 4: Average precision (’×’), average recall (’♦’) and F-
measure (’+’) of the image set when MorphCut is used.

shows an irregular behavior while the proposed initialization
corroborates the fast convergence of GrabCut.

The behavior of both, precision and recall, when Mor-
phCut is applied (see Fig. 4), is very similar for all initial-
izations. Precision tends to increase while recall decreases.
Therefore a proper initialization can make the difference if
both values are very high after the first iterations. This is the
case of the proposed initialization. It achieves the best result
after the first iteration, 83.03% according to the F-measure,
and deteriorates along the rest. A similar development is
shown in Fig. 4b, whose degradation is slower. However,
precision and recall are significantly worse than the values
obtained by the proposed initialization during the first itera-
tions. As expected, the frame initialization leads to the worst
results again. Nevertheless, MorphCut allows it to achieve
better results than GrabCut after some iterations.

The quality development along iterations between Grab-
Cut and the extended MorphCut are very similar, according
to Fig. 5. Slightly better results are obtained for all initializa-
tions in this case though. For example, the proposed initial-
ization achieves the best F- measure, 88.87%, after the first
iteration. The recall degradation is very slow and the preci-
sion is specially high along iterations. On the other hand, the
irregular development of Fig. 5b no longer leads to the best
result after the first iteration.
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Fig. 5: Average precision (’×’), average recall (’♦’) and F-
measure (’+’) of the image set when the extended MorphCut
is used.

4. CONCLUSIONS

An automatic initialization for graph segmentation techniques
employed in high resolution naval images is presented. The
desired refinement of our initialization is confirmed and the
quality of the final results is substantially high, specially for
an automatic approach in such unfavorable conditions. Thus,
this shows that the suggested sequence of techniques is a
suitable combination. A comparative study between the pro-
posed initialization and earlier approaches is performed as
well. This study proves that the precision and recall of our
results are considerable higher when they are initialized as
we propose regardless the graph segmentation. Furthermore,
it reveals that for every graph segmentation the best results
of the proposed initialization are obtained after only the first
iteration. This not only facilitates the selection of a stopping
criteria, but also increases the performance significantly.
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