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ABSTRACT

This paper introduces an unsupervised language model adap-
tation technique for multi-party conversation speech recogni-
tion. The use of topic models provides one of the most ac-
curate frameworks for unsupervised language model adapta-
tion since they can inject long-range topic information into
language models. However, conventional topic models are
not suitable for multi-party conversation because they assume
that each speech set has each different topic. In a multi-party
conversation, each speaker will share the same conversation
topic and each speaker utterance will depend on both topic
and speaker role. Accordingly, this paper proposes new con-
cept of the “role play dialogue topic model” to utilize multi-
party conversation attributes. The proposed topic model can
share the topic distribution among each speaker and can also
consider both topic and speaker role. The proposed topic
model based adaptation realizes a new framework that sets
multiple recognition hypotheses for each speaker and simul-
taneously adapts a language model for each speaker role. We
use a call center dialogue data set in speech recognition ex-
periments to show the effectiveness of the proposed method.

Index Terms— Unsupervised language model adap-
tation, multi-party conversation speech recognition, topic
model

1. INTRODUCTION

With the recent development of automatic speech recogni-
tion technology, multi-party conversation tasks such as con-
tact center dialogue or meeting have been attracting attention
[1, 2, 3]. Multi-party conversation tasks have different at-
tributes from the typical single speaker task such as lecture
speech, since several speakers interact with each other. As
this interaction can infect each speaker utterance, it is nec-
essary to develop a new speech recognition framework that
can take account of this interaction. Thus this paper focuses
on unsupervised language model (LMs) adaptation for multi-
party conversation speech recognition [4].

Several techniques have been proposed for unsupervised
LM adaptation [5]. One of the most accurate approaches for
unsupervised LM adaptation is based on probabilistic topic

models. Topic models such as Probabilistic Latent Seman-
tic Analysis (PLSA) or Latent Dirichlet Allocation (LDA)
can capture the semantic properties of words and documents
[6, 7]. While n-gram LMs suffer from insufficient long-range
information, topic models can capture long-range topic in-
formation. In the case of unsupervised LM adaptation us-
ing topic models, the topic probability of the target speech
is estimated using recognition hypothesis with the result be-
ing adapted unigram probability. Next, the n-gram LM is
adapted based on unigram marginal [8, 9] or linear interpo-
lation [10, 11].

However, conventional topic models are not suitable
for multi-party conversation because they assume that each
speech set has a different topic. Briefly, conventional topic
models are only appropriate for the single speaker task. In
multi-party conversation, we have to give consideration to the
aspect of the correlation among speech sets. We assume that
multi-party conversations have the following attributes. First,
each speaker shares the same conversation topic. Moreover,
each speaker utterance will depend on not only conversational
topic but also own role. The role means speaker type. For ex-
ample, there are two roles in contact center dialogue, which
are operator and customer. Although topic models with a
topic sharing structure were proposed in the machine transla-
tion area [12, 13, 14, 15], they are not suitable for multi-party
conversations because they cannot take account of speaker
role and only deal with language translation problems.

Our solution is to propose a new topic model that can uti-
lize multi-party conversation attributes. The proposed topic
model shares the topic distribution among all speakers and
also considers both topic and speaker role. The proposed
topic model based unsupervised LM adaptation realizes a new
framework that sets multiple recognition hypotheses for each
speaker and simultaneously adapts LMs for each speaker role
using the shared conversation topic. As the adaptation pro-
posal can take both topic sharing and speaker role into con-
sideration, we can expect further improvements in ASR per-
formance. In fact, considering the participation of several
speakers in the same conversation is effective for language
modeling [16]. Furthermore, considering speaker type is also
beneficial for language model adaptation [17].

The rest of this paper is organized as follows. First, the
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new topic model is briefly described in Section 2. Section
3 explains unsupervised LM adaptation using the proposed
topic models. Section 4 describes our experiments and re-
sults. Finally, our conclusion is described in Section 5.

2. ROLE PLAY DIALOGUE TOPIC MODEL

2.1. Definition

We propose new topic models called role play dialogue topic
models (RPDTMs) for multi-party conversations. RPDTM
assumes that each speaker role is given and each speaker’s ut-
terance is divided. This situation can be duplicated in contact
center dialogue or poster presentation.

The model definition is as follows. Topic index is rep-
resented as k ∈ {1, · · · ,K}. Speaker role index is rep-
resented as r ∈ {1, · · · , R}, and dialogue index is rep-
resented as m ∈ {1, · · · ,M}. Dialogue data about m,
which includes several speaker’s data, is shown as Dm =
{W1,m, · · · ,WR,m}. RPDTM also assumes that dialogue
data set O = {D1, · · · ,DM} is generated according to the
following stochastic process.

1. For each topic k = 1, ...,K:

(a) Draw δk ∼ Dirichlet(β)

2. For each speaker role r = 1, ..., R:

(a) Draw φr ∼ Dirichlet(δ)

(b) Draw πr ∼ Dirichlet(γ)

3. For each dialogue m = 1, ...,M :

(a) Draw θm ∼ Dirichlet(α)

(b) For each speaker role r = 1, ..., R

i. For each word i = 1, ..., Nr,m:
A. Draw zi ∼ Multinomial(θm)

B. Draw ci ∼ Multinomial(πr)

C. If ci = 1,
then draw wi ∼ Multinomial(ϕzi),
else draw wi ∼ Multinomial(φr)

where Nr,m indicates the number of words in Wr,m. Dirich-
let means a Dirichlet distribution, and Multinomial means a
multinomial distribution. α, β, γ, δ are hyper parameters for
each Dirichlet distribution. θ, π, ϕ, φ are model parameters
for each multinomial distribution. z is a topic variable, and c
is a condition variable. c controls whether a certain word is
dependent on dialogue topic or speaker role. A graphic ren-
dering of RPDTM is shown in Figure 1.

Next, we introduce equations to detail the generation of
dialogue data sets. The generation probability of dialogue
data set O is given by:

P (O|Θ) =
M∏

m=1

∫
P (θm|α)

R∏
r=1

P (Wr,m|Θ)dθm, (1)

Fig. 1. Model strucure of RPDTM.

where Θ are hyper parameters and other parameters gener-
ated in the middle of the process. Eq. (1) is similar to the
generation probability of data sets in LDA [7]. In LDA, a
topic distribution is generated for each data. On the other
hand, RPDTM generates a topic distribution for each dia-
logue, which includes several speech sets.

The word sequence associated with speaker role r in di-
alogue m is represented as Wr,m = {w1, · · · , wNr,m} . the
generation probability of Wr,m is given by:

P (Wr,m|Θ) =

Nr,m∏
i=1

P (wi|Θ). (2)

RPDTM is a bag of words model, so each word is gen-
erated independently in common with LDA. The generation
probability for each word w is shown as:

P (w|Θ) =
∑
c

P (w|c,Θ)P (c|πr, γ). (3)

In RPDTM, P (w|c,Θ) has different form depending on
condition variable c. c takes the values of 0 or 1. If c = 0, it
is probable that P (w|c,Θ) is related to speaker role. On the
other hand, if c = 1, it is likely to be related to the topic of
the dialogue. P (w|c,Θ) is given by Eq. (4).

P (w|c,Θ) =

P (w|φr, δ) (c = 0),∑
z

P (w|ϕz, β)P (z|θm, α) (c = 1). (4)

RDPTM can simultaneously treat both topic and speaker role.
HMM-LDA uses a similar generation process to treat both
topic and context information [18].

2.2. Inference

Inference in RPDTM means estimating topic variable assign-
ments and condition variable assignments of all words in the
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training data. Once topic variable assignment and condition
variable assignment are concluded, generation probabilities
of each variable are calculated as follows:

P (z|θm, α) =

∑
r nr,m(z) + α∑
r Nr,m +Kα

, (5)

P (c|πr, γ) =

∑
m nr,m(c) + γ∑
m Nr,m + 2γ

, (6)

where nr,m(z) is the number of words assigned to topic vari-
able z, and nr,m(c) is the number of words assigned to con-
dition variable c associated with speaker role r in dialogue
m.

Next, generation probabilities of word w are defined as
follows:

P (w|ϕz, β) =
n0(w, z) + β

n0(z) + V β
, (7)

P (w|φr, δ) =

∑
m nr,m(w, c) + δ∑
m nr,m(c) + V δ

, (8)

where V represents vocabulary size. nr,m(w, c) means the
number of times word w is assigned to condition variable c
associated with speaker role r in dialogue m. n0(z) means
the number of words assigned to topic variable z and condi-
tion variable 1 in dialogue data set, and n0(w, z) means the
number of times word w is assigned to topic variable z and
condition variable 1 in the dialogue data set.

Gibbs sampling is used for the assignment of topic vari-
able and condition variable [19]. Here, a word sequence as-
sociated with speaker role r in dialogue m is expressed as
W = {w1, · · · , wNr,m}, and the corresponding topic vari-
able sequence and condition variable sequence are expressed
as Z = {z1, · · · , zNr,m} and C = {c1, · · · , cNr,m}, respec-
tively. A conditional probability of possible values for topic
variable zi is obtained as:

P (zi|Z−i,W ,C,U−(r,m))

∝

{
P (zi|θm, α) (ci = 0),

P (zi|θm, α)P (wi|ϕzi , β) (ci = 1),
(9)

where Z−i represents all latent variables except for zi, and
U−(r,m) denotes all of the parameter set except for data about
speaker role r in dialogue m.

Next, a conditional probability of possible values for con-
dition variable ci is obtained as:

P (ci|C−i,W ,Z,U−(r,m))

∝

{
P (ci|πr, γ)P (wi|φr, δ) (ci = 0),

P (ci|πr, γ)P (wi|ϕzi , β) (ci = 1),
(10)

where C−i represents all condition variables except for ci.
Gibbs sampling can be used to sample a new value for the
topic variable and condition variable according to these two
distributions and place it at position i.

3. PROPOSED UNSUPERVISED LM ADAPTATION

Unsupervised LM adaptation for automatic speech recogni-
tion uses the concept of recognition hypotheses. In com-
mon with conventional topic model based adaptation, topic
probability is estimated using recognition hypotheses and
adapted unigram probability is calculated. Next, n-gram LM
is adapted using adapted unigram probability [8, 9, 10, 11].

We assume that speech recognition of a multi-party con-
versation is performed for every speaker role. The proposed
unsupervised LM adaptation simultaneously uses all recog-
nition hypotheses to recognize the target dialogue. We use
RPDTM to estimate topic probability for the target dialogue
and simultaneously calculate unigram probabilities for each
speaker role.

Here, we define m̄ as the index of the recognition target
dialogue. To estimate the topic probability of the target dia-
logue, Gibbs sampling is used. In this case, we have to es-
timate topic variable assignments and condition variable as-
signments of all words in the recognition hypotheses. These
procedures are based on Eq. (9) and Eq. (10). If each vari-
able assignment is defined, we can calculate topic probabil-
ity P (z|θm̄, α) based on Eq. (6). Then, adapted unigram
probabilities P1,m̄(w), · · · , PR,m̄(w) are obtained by assign-
ing P (z|θm̄, α) to Eq. (4).

The adaptation of n-gram LMs also considers each
speaker role. This paper uses the unigram marginal tech-
nique, which can consider back-off probabilities in n-gram
probability [20, 21]. Adapted n-gram LM probability of word
w in given context u is defined as follows:

Pr,m̄(w|u) = τr,m̄(w)P0(w|u)
Z(u)

, (11)

where Pr,m̄(w|u) is n-gram LM adapted with regard to
speaker role r in target dialogue m̄, and P0(w|u) is the back-
ground n-gram LM constructed from training data. Z(u) is a
normalization term and is given by:

Z(u) =
∑
w

τr,m̄(w)P0(w|u). (12)

τr,m̄(w) is a scaling factor that is defined as follows:

τr,m̄(w) ≈
(
Pr,m̄(w)

P0(w)

)µ

, (13)

where µ is tuning parameter, and P0(w) is ML unigram prob-
ability estimated from training data. Pr,m̄(w) is unigram
probability about speaker role r in target dialogue m̄, which
is determined by RPDTM from the recognition hypotheses.

4. EXPERIMENTS

4.1. Experimental conditions

Our experiments used the contact center dialogue data sets,
which include several topics. One dialogue set means one
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Table 2. Experimental results.
# of Topic Consideration Dev. Test A Test B

topics sharing for speaker role PPL WER (%) PPL WER (%) PPL WER (%)
1. BASE - - - 33.77 21.37 46.55 24.69 47.12 22.70
2. LDA1 20 × © 31.43 21.15 41.73 24.35 42.56 22.26
2. LDA1 30 × © 31.55 20.94 41.96 24.55 42.44 22.44
3. LDA2 20 © × 32.04 21.06 42.98 25.20 43.88 22.18
3. LDA2 30 © × 31.90 21.12 42.18 24.63 44.15 22.36
4. RPDTM 20 © © 29.82 20.61 37.91 23.46 39.66 21.20
4. RPDTM 30 © © 29.57 20.45 38.25 23.65 39.96 21.36

Table 1. Experimental data set.
# of dialogues # of words

Training 1,922 1,659,230
Development 8 8,277
Test A 8 7,393
Test B 8 8,995

telephone call between one operator and one customer. Each
dialogue was separately recorded and the data set consists of
1,984 dialogues. We divided this data set into a training set, a
development set, and a test set. Table 1 shows details.

We used an acoustic model based on hidden Markov mod-
els with deep neural networks (DNN-HMM) [22]. DNN-
HMM was trained with 7 hidden layers of 2048 nodes and
3874 outputs. The speech recognition decoder is VoiceRex,
a WFST-based decoder [23, 24]. JTAG was used as the mor-
pheme analyzer to split sentences into words [25]. We con-
structed a 3-gram hierarchical Pitman-Yor LM as the back-
ground n-gram LM [26]. Vocabulary size was 60K.

For evaluation, we compared RPDTM-based adaptation
to conventional LDA-based adaptation [9]. The comparison
used the following methods.

1. BASE: First pass based on background n-gram LM.

2. LDA1: Individually construct adapted LM using each
speaker recognition hypothesis based on LDA. Al-
though this method can realize speaker role dependent
adaptation, topic sharing is not considered.

3. LDA2: Construct single adapted LM using all speaker
recognition hypotheses based on LDA. Although this
method can perform topic sharing, it cannot take
speaker role into consideration.

4. RPDTM: Individually construct adapted LM using all
speaker recognition hypotheses based on RPDTM. This
method can take both topic sharing and speaker role
into consideration.

LDA and RPDTM were formed on the training data. We used
500 iterations for Gibbs sampling. α, β, γ and δ, the hyper
parameters of RPDTM, were set to 0.5. Tuning parameter for

unigram marginal was set to 0.6 as this value was found to be
to optimal for the development set. The number of topics in
LDA and RPDTM was set to 20 or 30.

4.2. Experimental results

We investigated the perplexity (PPL) and word error rate
(WER) results for the development set and each test set. The
results, shown in Table 2, confirm that topic model based un-
supervised LM adaptation is especially effective in terms of
PPL, but WER improvements are difficult to see. Regardless
of the number of topics, the best results for the development
set and each test set were obtained by RPDTM-based adapta-
tion. LDA1 and RPDTM differ in terms of whether to share
the topic, and it seems that topic sharing is effective. More-
over, LDA2 and RPDTM differ in terms of whether LMs
are individually adapted for each speaker role, and it seems
that role dependent adaptation is effective. RPDTM-based
adaptation can take both topic sharing and role-dependent
adaptation into consideration, simultaneously. It seems that
unsupervised language model adaptation is most effective if
it utilizes dialog features.

5. CONCLUSIONS

In this paper, we proposed a topic model and unsupervised
LM adaptation for multi-party conversation speech recogni-
tion. The proposed model, RPDTM, shares the topic distri-
bution among each speaker and can also consider both topic
and speaker role. The proposed topic model based adapta-
tion realizes a new framework that sets multiple recognition
hypotheses for each speaker and simultaneously adapts a lan-
guage model for each speaker role.

Experiments showed that RPDTM-based adaptation is
more effective than LDA-based adaptation, confirming that
both topic sharing and role-dependent adaptation must be
taken into consideration when performing LM adaptation for
multi-party conversations.

We plan to conduct experiments on the meeting task in
future research. Furthermore, we intend to realize a dynamic
adaptation framework, such as a topic tracking language
model [27], for multi-party conversation.
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