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ABSTRACT
We introduce a method of reproducing a multizone soundfield

within the desired region in a reverberant room. It is based on deter-
mining the acoustic transfer function (ATF) between the loudspeaker
over the reproduction region using a limited number of microphones.
We assume that the soundfield is sparse in the Helmholtz solution do-
main and find the ATF using a compressed-sensing approach. This
sparseness assumption facilitates the finding of the optimal charac-
terization the original sound over the reproduction region based on
scarce sound pressure measurements. The outcome of the first stage
is then used to derive the optimal least-squares solution for the loud-
speaker filter that minimizes the reproduction error over the whole
reproduction region. Simulations confirm that the method leads to
a significant reduction in the number of required microphones for
accurate multizone sound reproduction, while it also facilitates the
reproduction over a wide frequency range.

1. INTRODUCTION

Multizone soundfield reproduction is a technology that aims at pro-
viding an individual sound environment to each of a set of listeners
using only loudspeakers. However, in practical scenarios, the per-
formance of multizone sound reproduction techniques is commonly
degraded by the effects of reverberation. In this paper, we extend
the multizone soundfield reproduction to reverberant enclosures us-
ing a general Green’s function modeling approach to characterize the
room transfer function with a limited number of measurements.

The origin of work in this area can be traced to 2002, when [1]
proposed an acoustic contrast control method to maximize the ratio
of the mean square sound pressure in the so-called bright and dark
zones. However, this approach is not able to reproduce a spatial
soundfield. In 2008, Poletti [2] proposed a least squares method to
generate a 2-D monochromatic multizone soundfield. In [3], a con-
strained optimization problem is formulated to control the sound in
each zone individually. A method of describing the desired multi-
zone soundfield as an orthogonal expansion of basis functions over
the reproduction region was introduced in [4], in which the basis
function set was formed using a modified Gram-Schmidt process,
with as input a suitable set of planewave functions.

The fore-mentioned approaches do not take into account the re-
verberant environments in multizone sound reproduction. The re-
verberant case is difficult to handle because of the rapid variation
of the ATF over the room [5]. The traditional approach for spa-
tial sound reproduction in a reverberant setting is pressure match-
ing, which equalizes the transfer functions over multiple points us-
ing least squares techniques [6] [7]. This technique leads to inferior
performance away from the design points.

A technique to reconstruct a single-zone soundfield accurately
over a control region in reverberant rooms was proposed in [8]. The

method is based on mode matching. The authors also described a
method for determining the ATF between each loudspeaker and the
control region by sampling sound pressure at a number of positions.
This work was extended to the multizone sound case in [9] using
the translation of spatial harmonic coefficient between coordinate
systems to achieve a global control of the multizone soundfield.

The methods of [8] and [9] require a relatively large number
of measurements to estimate the ATFs of the loudspeakers with the
needed accuracy. In addition, these approaches lead to problems
for systems with a wide frequency range as the coefficients for the
defined basis function cannot be determined at a number of frequen-
cies due to the so-called large error scaling [8]. The solution for this
in [8] is to double the number of pressure measurements and sample
over two concentric circles about these frequencies, which makes
the method cumbersome to implement for the wide band multizone
sound reproduction. Furthermore, the sampling points are required
to be evenly placed along the boundary of each selected zone, which
confines the flexibility of microphone arrangement.

In this paper, we present a novel method of reproducing a de-
sired multizone soundfield over the reproduction region in reverber-
ant environments. Our approach consists of two distinct stages. We
first identify the ATFs between the loudspeakers over the reproduc-
tion region using the concept of compressed sensing. The method is
based on separating the actual loudspeaker ATF into a basic compo-
nent that consists of the free-field Green’s function and a corrective
soundfield. We assume that the corrective soundfield is sparse in
the Helmholtz solution domain, i.e. the corrective soundfield results
from only a relatively small number of basis Helmholtz wavefields
(e.g., planewaves). This sparseness assumption facilitates an accu-
rate corrective soundfield reconstruction based on scarce sound pres-
sure measurements at randomly-selected locations within the desired
regions. (In this work, we assume that the microphones are location-
informed). The estimate of the loudspeaker ATFs is then used to de-
rive the optimal loudspeaker filter solution that minimizes the mean
squared error (MSE) between the desired multizone sound and the
actual reproduced sound over the entire reproduction region in the
basis-function matching sense. Simulation results confirm that the
approach provides accurate sound field reproduction with a smaller
number of microphones than existing methods.

2. PROBLEM STATEMENT

We seek to control the reproduction of the desired 2-D multizone
soundfield over each of a set of pre-defined zones within a rever-
berant enclosure. The theory we develop in this paper is readily
extended to 3-D space.

As illustrated in Fig.1, the desired reproduction region D is the
entire control zone of interest with a radius of r, which includes both
the acoustic bright zone Db and the quiet zone Dq of radius rq . We
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Fig. 1: The 2-D multizone soundfield reproduction over the desired
reproduction region using Q loudspeakers in reverberant rooms.

define the remaining area in D as the unattended zone. The number
of employed loudspeakers is Q and the q′th loudspeaker weight is
denoted as lq′(k), where k = 2πf/c is the wavenumber, f is the
frequency and c is the speed of sound propagation. For simplicity,
we assume that loudspeakers are cylindrical wave sources.

Our goal is to determine the loudspeaker filter weights required
to reproduce the desired multizone sound in a reverberant room
based on the characterization of the ATF for each of the loudspeak-
er. To evaluate the performance of our system we use the following
three measures: i) the acoustic brightness contrast between the
bright zone Db and the quiet zone Dq [10], ii) the MSE between
the desired sound Sd(x, k) (where x denotes an arbitrary spatial
observation point) and the actually rendered sound Sa(x, k) over
the zone Db, iii) the number of required microphones.

3. GREEN’S FUNCTION MODELING

The accurate characterization of the loudspeaker ATF is essential
for the multizone sound reproduction system as large reproduction
errors may result from small perturbations of the ATFs from the
loudspeakers to the listener zones in scenarios when one zone is ob-
scured by another [2]. In this section, we introduce a novel method
to determine the ATF between the loudspeaker over the desired re-
gions using the concept of compressed sensing. Compressed sens-
ing [11] [12] is a signal processing technique for efficiently acquiring
and reconstructing a signal from an under-determined linear system,
assuming the observed phenomenon is known a priori to be sparse.

To estimate the ATF between the q′th loudspeaker Tq′(x, k), we
first separate the actual soundfield into a basic component, the 2-
D free-field Green’s function and an unknown corrective soundfield
Rq′(x, k)

Tq′(x, k) =
i

4
H

(1)
0 (k‖Yq′ − x‖) +Rq′(x, k), (1)

where Yq′ represents the position of the q′th loudspeaker and
H

(1)
0 (k||·||) is the zeroth-order Hankel function of the first kind [13].

An arbitrary soundfield function satisfying the wave equation can be
written as a superposition of a set of N solutions of the Helmholtz
equation (the solutions can be non-orthonormal) [14]. Therefore, we
can write Rq′ : R2 ×R 7→ C as a weighted series of basis functions
{Fn}

Rq′(x, k) =

N∑
n=1

ynFn(x, k), y ∈ CN . (2)

The basic principle of our method is to assume that Rq′(x, k) is
sparse in the Helmholtz solution domain, i.e. the corrective sound-
field results from only a relatively small number of basis Helmholtz
wavefields. A reasonable assumption for the corrective soundfield is
that it is a linear combination of normalized planewaves as scatterers
and walls correspond to virtual sources that are far away from the
observation points in many practical scenarios. Therefore, we refer
to y in (2) as a K-sparse signal, which means that y has only K
(K � N ) non-zero entries at unknown locations while the other
entries are zero (or very close to zero). The value of K depends on
how complicated the reverberant environment is. Note that we on-
ly estimate the corrective part of Tq′(x, k) since the elimination of
the free-field Green’s function would generally increase the sparsity
level of the signal in the planewave function domain and lead to a
better estimation using a limited number of measurements.

Based on the assumptions listed above, we put forward a linear
system

v = Φy, (3)

where the dictionary Φ is an m × N sensing matrix (N � m)
whose columns are the normalized measurement vectors of an over-
complete set of Helmholtz wavefield functions {Fn}. v contain-
s measurements of the desired corrective soundfield Rq′(x, k) that
is the difference between the original measurement of the sound-
field and the value of the free-field Green’s function at m random-
ly chosen locations within the desired region. In our work, {Fn}
are selected to be N independent planewaves arriving from angles
φ̂n = (n − 1)∆φ, n = 1, · · · , N (∆φ = 2π/N ). The m mea-
surements in v are the products of rows of the sensing matrix and
the sparse signal y: vi = 〈Φi,y〉. With the assumption of y be-
ing sparse, the ill-posedness of the under-determined system (3) is
eliminated and we can find the optimal solution ŷ for the corrective
sound over Db and Dq based on v that contains a limited number
of measurements. The key to a sparse signal approximation with
high accuracy [12], is that the measured value is the linear projec-
tion of the sparse signal onto an incoherent basis (see, e.g., [15] for
an explanation of incoherence). Our approach is consistent with this
requirement as the random samplings of the sound pressure field in
v is incoherent with the original basis of y.

An lp norm nonconvex optimization problem [16] is considered
to produce an accurate estimate of y in (3) with scarce measure-
ments, where 0 < p < 1 :

min
y
‖y‖pp, s.t. v = Φy, (4)

where ‖y‖pp =
∑N

i=1 |yi|
p. In compressed sensing problem, the

number of required measurements for exact reconstruction of the
original signal with high probability is generalized as a function of
the sparsity level K [12]. However, the value of K is always un-
known in our work. In practice,K ≈ 2M+1 (whereM = dkrqe is
the truncation length for each of the selected zones) can be used as an
approximation with an error allowance due to the mode-limitedness
of the soundfield within finite bright and quiet zones [17]. Therefore,
the total number of degrees of freedom for (3) is decreased from N
to K given that the set of basis wavefields with nonzero entries is
well-fitted, which facilitates the reduction of the number of required
microphones for the reconstruction with sufficient accuracy.

In any practical situation, the measured signal is corrupted by
noise, so a more practical model is to reconstruct y from noisy
under-sampled measurements v. In such a case, the equality con-
dition v = Φy should be relaxed to [18]

min
y
‖y‖pp, s.t. ‖v −Φy‖22 ≤ ε. (5)

4762



We assume that the additive noise is Gaussian noise of zero mean
and variance σ2(k), which makes the l2-norm for the second term
appropriate [18]. (5) can be converted to the following unconstrained
form:

min
y

1

p
‖y‖pp +

λ

2
‖v −Φy‖22, (6)

where λ is related to the error allowance ε. Experimental results sug-
gest that choosing λ in the range [σ2(k)

√
log(N), σ2(k)

√
2 log(N)]

yields a fair reconstruction [18].
We can apply the regularized Iteratively Reweighted Least

Squares (IRLS) algorithm [16] [18] to solve (6) and derive the
optimal solution ŷ that estimates the corrective component of the
soundfield generated by each loudspeaker in reverberant environ-
ments. Therefore, the ATF of the q′th loudspeaker over the desired
regions can be approximated as follows according to (1) and (2):

Tq′(x, k) =
i

4
H

(1)
0 (k‖Yq′ − x‖) +

N∑
n=1

ŷnFn(x, k), (7)

where ŷ is a sparse coefficient vector that has onlym non-zero com-
ponents.

4. ORTHOGONAL BASIS FUNCTION APPROACH

With the outcome of the first stage, which is the estimate of the ATFs
between loudspeakers over the desired reproduction region, we now
present an orthogonal basis function approach that enables us to de-
rive the optimal loudspeaker filter weights for the desired multizone
sound reproduction.

In the basis function approach, we express the desired multizone
soundfield Sd(x, k), the actual reproduced soundfield S(x, k) and
the ATF for a given loudspeaker Tq′(x, k) as a weighted series of
basis orthonormal functions {Gi}. The orthonormal set of the solu-
tions of Helmholtz equation {Gi} is constructed using the approach
proposed in [4]. Provided all sound sources lie outside D, we can
use the following representations:

Sd(x, k) =

N′∑
i=1

AiGi(x, k), (8)

S(x, k) =

N′∑
i=1

BiGi(x, k), (9)

Tq′(x, k) =

N′∑
i=1

Cq′

i Gi(x, k), (10)

where N ′ = 2M ′ + 1 (M ′ = dkre is the truncation length for
D [17]). The expansion coefficients for Sd(x, k) and Tq′(x, k)

can be derived as Ai =
∫
D S

d(x, k)G∗i (x, k)W (x)dx and Cq′

i =∫
D Tq′(x, k)G∗i (x, k)W (x)dx respectively, where the spatial weight-

ing function W (x) specifies the relative importance of the repro-
duction accuracy for each of the selected zones [4]. The reproduced
soundfield S(x, k) resulting from the Q loudspeakers is equal to

S(x, k) =

Q∑
q′=1

lq′(k)Tq′(x, k). (11)

Substituting (9) and (10) into (11), the coefficients of the reproduced
soundfield are related to Cq′

i through Bi =
∑Q

q′=1 lq′(k)Cq′

i .
With the reverberant setting, the main task of soundfield re-

production is to choose filter weights lq′ to minimize the weighted
squared error over D:

η =

∫
D
‖S(x, k)− Sd(x, k)‖2W (x)dx. (12)

Substituting (8) and (9) into (12) and use the orthonormal property
of Gi(x, k) over D:

∫
DGi(x, k)G∗j (x, k)W (x)dx = δij , we see

that the weighted squared error reduces to

η =
∑
i

|Bi −Ai|2. (13)

The optimal least-square solution for (13) is expressed in terms of the
basis function coefficients. Let us define the vector of loudspeaker
filter weights l = [l1(k), . . . , lQ(k)]T , the vector of the coefficients
of the reproduced soundfield B = [B1, . . . , BN′ ] and the matrix of
the coefficients of the room responses of all loudspeakers

C =

 C1
1 . . . CQ

1

...
. . .

...
C1

N′ . . . CQ
N′

 . (14)

Then, we have B = Cl. Additionally, we define the vectors
of the coefficients of the desired multizone soundfield, A =
[A1, . . . , AN′ ].

Then we write (13) into matrix form and add a regularization ter-
m, both to constraint loudspeaker effort and ensure a robust solution:

γ = (B−A)H(B−A) + γ‖l‖2, (15)

where γ ≥ 0. The optimal solution is then

l = (CHC + γI)−1CHA, (16)

where I is a unitary matrix. Once (CHC + γI)−1CH is computed
for the complex acoustical environment, the reproduced soundfield
can be changed by modifying A, which specifies the desired multi-
zone soundfield.

5. RESULTS AND DISCUSSION

Our main objective is to determine the ATFs between the loudspeak-
ers over the selected zones using as few microphones as possible, so
that it leads to an accurate multizone soundfield reproduction within
D. To define our multizone sound requirements, one bright zone and
one quiet zone are selected.

The reverberant room is rectangular (size 6 m× 5 m) with a wall
absorption coefficient of 0.3. D has a radius of r = 1 m with its cen-
ter located at (2, 2.5) and the 39 loudspeakers are evenly distribute
along a concentric circle with a radius of 1.5 m. We use the image
source method [19] to simulate the soundfield created by the loud-
speaker in the reverberant room. In the simulations below, a total of
60 image sources are included. The centers of Db and Dq lie on a
circle of radius d = 0.6 m. We assume c is 340 m/s in our simula-
tions. The target bright and quiet zones are located at φ1 = 225◦ and
φ2 = 45◦ respectively with rq = 0.3 m as shown in Fig. 1. In order
to numerically observe how the number of microphones used would
affect the estimation accuracy of the desired ATFs of the loudspeak-
ers, we randomly select m locations within each zone and measure
the value of the corrective soundfield at those positions. Note that
our approach allows the flexibility of the microphone arrangement
within the desired region, which makes it more practical in a real-
world implementation.

We first illustrate the ATF estimation of a desired loudspeaker
placed outside D at f = 1 KHz. In Fig. 2 we demonstrate the
performance with the following three different settings: noiseless
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Fig. 2: The estimated performance of the desired loudspeaker ATF
is plotted as a function of the number of microphones used at 1 KHz
with different settings. We run 100 trials for each iteration with an
assigned value of m.
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Fig. 3: Wide band desired ATF estimation with 20 noisy pressure
samples, using the proposed method and the method in [8]. Estima-
tion error curves have been averaged over 50 trial runs.

setting, noisy setting with optimization constraint of ‖v−Φy‖ ≤ ε
(inequality constraint) and with optimization constraint of v = Φy
(equality constraint). For the approach of regularized IRLS in (6),
the sparsity promoting norm p = 0.4. With the ideal noiseless mea-
surements, we set λ = 0 in (6). From Fig. 2 we see that the use
of m = 14 microphones for each selected zone would generally fa-
cilitate an accurate estimate of the desired loudspeaker ATF with a
probability of over 90%. Note that we define the reconstruction of
the desired ATF over the two selected zones with an estimation er-
ror no greater than -20 dB as an accurate estimate. In contrast, the
estimation method proposed in [8] requires approximately 20 micro-
phones to obtain the same level of accuracy with the same settings.
The estimated performance is also plotted for several additive noise
SNRs while the values of λ are selected accordingly. The perfor-
mance of reconstructions with the inequality constraint is superior
to the estimation using the equality constraint. We can observe a de-
cline in the estimation performance after it reaches a peak with the
number of measurements in the equality case due to the increasing
amount of noise added with the measurements. The results show
that at least 30 dB SNR is required for an accurate reconstruction of
the desired ATF at 1 KHz using a limited number of noisy measure-
ments. Naturally, the estimation performance improves as the level
of the added noise decreases.

In Fig. 3, we compare our method with the estimation method
proposed in [8] in terms of the wide band desired ATF estimation

in the frequency range 100 Hz to 1 kHz with noisy pressure sam-
ples (the additive noise SNR is 30 dB). We use 20 noisy measure-
ments for each zone and the microphone locations are again ran-
domly selected for our method while the measurements are sampled
along the the boundaries for the method proposed in [8]. As we can
see, our method consistently outperforms the estimation method pro-
posed in [8], typically up to 8 dB. This would generally lead to better
performance in terms of the reproduction of the desired soundfield
as the estimates of the loudspeaker ATFs are directly used to design
the optimal loudspeaker filter gains. More importantly, the general
trend of our proposed method is that the error smoothly increases
with frequency. This trend is due to the increase in the complexity
of the desired ATF with frequency. In contrast, we can observe ob-
vious peaks in the blue curve. These peaks occur in the vicinity of
the zeros of the Bessel function terms.

(a) (b)
Fig. 4: Reproduction of the desired multizone sound using 16 mi-
crophones for each selected zone in a reverberant room. (a) and
(b) demonstrate the real part and imaginary part of the soundfield
respectively. The red crosses represent the positions of the micro-
phones.

Fig. 4 demonstrates the reproduction of the desired multizone
sound using 16 noiseless measurements for each selected zone at 1
KHz. The desired soundfield over Db is a planewave arriving from
60◦. This is a challenging multizone sound reproduction scenario
due to the occlusions of sound between Db and Dq . The values of
weighting function W (x) assigned to Db, Dq and the unattended
zone are 1, 5 and 0.01 respectively. The average estimation error of
the ATFs between all loudspeakers over the two selected zones is -35
dB. We can see that the reproduced soundfield matches the desired
multizone sound well. The acoustic contrast between Db and Dq is
20.06 dB and the MSE over Db is -13.81 dB. We can observe high-
amplitude sound outside D due to a high level of loudspeaker array
effort. This can be alleviated by increasing the value of γ in (15) at
the expense of decreasing the overall reproduction accuracy [20].

6. CONCLUSION

We proposed a general Green’s function modeling approach for de-
termining the ATFs between loudspeakers over the desired regions in
reverberant environments using the concept of compressed sensing.
The proposed approach facilitates the practical implementation in
the following aspects: i) a significant reduction in the number of re-
quired measurements for accurate characterization of the loudspeak-
er ATFs, ii) steady performance in the multizone sound reproduction
over a wide frequency range, iii) flexibility of the microphone ar-
rangement. The optimal loudspeaker filter solution for the desired
multizone sound reproduction can then be derived based on the es-
timate of loudspeaker ATFs using an orthogonal basis function ap-
proach. The results confirm the accurate multizone sound reproduc-
tion even under the extreme scenario that strong sound occlusions
exist between the selected bright and quiet zones.
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