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ABSTRACT
In this paper we apply speaker-dependent training of Hidden
Markov Models (HMMs) to audio and visual laughter syn-
thesis separately. The two modalities are synthesized with a
forced durations approach and are then combined together to
render audio-visual laughter on a 3D avatar. This paper fo-
cuses on visual synthesis of laughter and its perceptive eval-
uation when combined with synthesized audio laughter. Pre-
vious work on audio and visual synthesis has been success-
fully applied to speech. The extrapolation to audio laughter
synthesis has already been done. This paper shows that it is
possible to extrapolate to visual laughter synthesis as well.

Index Terms— Audio, visual, laughter, synthesis, HMM

1. INTRODUCTION

Among features of human interactions, laughter is one of the
most significant. It is a way to express our emotions and may
even be an answer in some interactions. In the last decades,
with the development of human-machine interactions and var-
ious progress in speech processing, laughter became a signal
that machines should be able to detect, analyze and produce.
This work focuses on laughter production and more speci-
fically on visual laughter production. Acoustic synthesis of
laughter using Hidden Markov Models (HMMs) has already
been addressed in a previous work which is state-of-the-art
and served as a basis for acoustic synthesis in this work [1].

The goal of audio-visual laughter synthesis is to generate
an audio waveform of laughter as well as its corresponding
facial animation sequence. This work follows a separated
modeling approach.

Visual laughter synthesis systems are rare. DiLorenzo
et al [2] proposed a parametric physical chest model which
could be animated from laughter audio signals. Face ani-
mation was not part of the work. Cosker et al [3] studied
the possible mapping between facial expressions and their
related audio signals for non-speech articulations including
laughter. The authors used HMMs to model the audio-visual
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correlation. As for DiLorenzo et al, the animation is audio-
driven. More recent studies [4, 5] include the animation of
laughter capable avatars in human-machine interaction. The
proposed solutions include two different avatars animated
from recorded data. One (Greta Realizer) is controlled either
through high level commands using Facial Action Coding
System (FACS) or low level commands using Facial Ani-
mation Parameters (FAPs) of the mpeg-4 standard for facial
animation. The other avatar (Living Actor) plays a set of
manually drawn animations.

In contrast with these works and following up our pre-
vious work on acoustic laughter synthesis, we investigated
the extrapolation of HMM-based synthesis to visual laugh-
ter. The approach followed in the present work is to model
facial expressions by means of facial landmark trajectories.
First a 3D facial motion database has been recorded using
the OptiTrack 1 motion capture system. Then this data has
been modeled using an HMM-based approach. Synthesized
trajectories were then retargeted to a 3D model into the Mo-
tionBuilder software where the animation was rendered. Re-
sults were evaluated through an online Mean Opinion Score
(MOS) test where users were asked to rate the overall quality,
the human-likeness and spontaneousness for each of the 27
videos presented in the evaluation.

The paper is organized as follows : Section 2 gives an
overview on the database built for the purpose of this work,
Section 3 explains the laughter synthesis method, Section 4
describes the evaluation and its results and Section 5 con-
cludes and gives an overview of future work.

2. THE AV-LASYN DATABASE

The AV-LASYN Database is a synchronous audio-visual
laughter database designed for laughter synthesis. The cor-
pus contains data from one male subject and consists of 251
laughter utterances. Professional audio equipment and a
marker-based motion capture system (OptiTrack) have been
used for audio and facial expression recordings respectively.
Figure 1 gives an overview of the recording pipeline.

The database contains laughter-segmented WAV audio

1http://www.naturalpoint.com/optitrack
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Fig. 1. Data recording pipeline

files and corresponding motion data in the Biovision Hierar-
chy (BVH) format. Transcription files are also available for
the audio modality. Please refer to [6] for more information
on transcriptions.

The laughs were triggered by videos found on the web.
The subject was free to watch whatever he wanted. A total
amount of 125 minutes were watched by the subject to build
this corpus. This lead to roughly 48 minutes of visual laughter
and 13 minutes of audible laughter.

3. HMM-BASED LAUGHTER SYNTHESIS

HMM-based visual synthesis of laughter is an almost un-
explored domain. In contrast, visual speech synthesis is
quite well established and different approaches have been
developed. Among the existing techniques, we can find rule-
based systems [7], video-based systems [8, 9] and data-driven
approaches [10, 11, 12]. HMM-based visual speech systems
may be split into two groups. On the one hand we have image
based systems where features are collected from videos and
which aim is to synthesize new video realistic sequences [13].
On the other hand we have motion capture based approaches
where the features are coordinates of tracked facial feature
points [14, 15]. This work is based on the motion capture
data approach.

The work presented here follows a separate modeling ap-
proach (see section 3.2.2 for details). This means that audio
and motion data are trained separately and then merged to-
gether for the final rendering. An overview of the pipeline
can be seen in Figure 2.

3.1. Audio features modeling

The audio modeling was done following the same pipeline
as in [1]. HMMs were trained with the standard speaker-
dependent, left-to-right, 5-state configuration using HTS
tools [16, 17]. Window length was set to 25 ms and frameshift
to 5 ms. Thirty-five Mel cepstral coefficients (MFCCs) as
well as log F0 were used as features. Both MFCCs and F0

Fig. 2. Overview of the pipeline for HMM-based audio-visual
laughter synthesis

were extracted using STRAIGHT tools [18]. At the synthesis
stage, the excitation source of the source-filter model was
changed using DSM [19] to reduce buzziness in the produced
sound. The laughs were synthesized using transcriptions
from the training data and the durations were imposed to be
the same as in these transcriptions.

3.2. Visual features modeling

3.2.1. Data preparation

For visual features modeling, a similar approach has been
used. The data consists in coordinates of each tracked marker
on the face i.e. 33 markers times 3 coordinates at 100 Hz.
This results in a 99-dimensional space for facial features. To
these 99 dimensions, we add 6 mores dimensions to model
the head movements (3 translations values xyz and 3 rotations
around the same axes).

A step of post-processing has been applied to the visual
data. First the head motion was extracted so as to be avail-
able independently from the facial deformation data. Then
the neutral face was subtracted to keep only the deformation
of each facial point relatively to the neutral face. Finally, a
PCA [20] has been applied on the translations and the dimen-
sionality was reduced by keeping the first 4 principal com-
ponents. As shown on Figure 3, these 4 PCs represent more
than 97% of the variability in the data. Figure 4 gives the Root
Mean Squared Error values in centimeters for the reconstruc-
tion of the data from the reduced PCA space as a function of
the number of components kept. The RMSE values reported
on Figure 4 are computed as a function of the number of com-
ponents kept k using

RMSE(k) =

√√√√ 1

m · n

n∑
i=1

m∑
j=1

(Mij −MREC,kij )
2
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where n is the number of frames, m is the data dimension,
M is the original data and MREC,k is the reconstructed data
using k components.
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Fig. 4. RMSE of reconstruction as a function of the number
of principal components kept

3.2.2. Visual annotations

Our first attempt of visual laughter synthesis relied on pho-
netic annotations as a basis for visual data modeling. Unfortu-
nately, for laughter, temporal segmentation based on phones
does not suit facial expression. Indeed, laughter begins to
appear on the face before it becomes audible and disappears
after the last sounds. Moreover, facial deformation is re-
duced during laughter compared to speech. In speech, for
example, the mouth motion is more directly linked to the
emitted phoneme than in laughter. Based on these findings,
we annotated visual data separately using a three-class basis.
The classes were Neutral, Smile and Audible Laugh. We
first manually annotated a subset of the database and tried to
model this subset with HMMs. The outcome was much better
than with phonetic annotations. Since manual annotations
are time-consuming, we decided to build automatic clusters
based on the raw data. This should be possible since there
is a distinguishable difference between the facial expression

during laughter and during the neutral pose. Indeed, for a
common visual laughter sequence like [Neutral, Smile, Audi-
ble Laugh, Smile, Neutral], the data is quite still during the
neutral pose (except for the eyes), then we have a rising tran-
sition where facial expression changes to reach a laughing
pose and finally the facial expression goes back to a neutral
pose after a falling transition. The automatic clustering was
performed using a GMM-based approach [21]. All the frames
of the corpus were clustered into 3 classes by fitting GMMs
on the space reduced by PCA [22].

After the fitting process, each frame is assigned a cluster.
Based on these assignments, we generated transcriptions in a
HTS compatible format. To see if the clusters correspond to
relevant classes in terms of facial deformation, we played the
motions with a distinguishable color for each cluster. This
analysis showed that the three clusters correspond to a neutral
state (N), a laughter with mouth open state (L) and a last
state between the two others (B). Concretely, the laughter
sequences are most of the time [N, L, N] and [B, L, B]. The
third state (B) corresponds roughly to smile, meaning that
the mouth is not yet open but that there is some movement
compared to the neutral state.

These transcriptions are used in the HMM-based model-
ing framework implemented in HTS demo scripts. Five-state
left-to-right HMMs are trained to represent visual data includ-
ing facial deformations and head movements. In this work
audio and visual modalities are trained and synthesized in-
dependently. Each modality has its own transcriptions that
are used both for training and for synthesis. At the synthesis
stage, we synthesize separately the audio and visual trajecto-
ries of the same input laugh (using corresponding audio and
visual transcriptions). We ensure that the synthesized trajec-
tories for both modalities are synchronous by forcing dura-
tions to the values in the transcriptions. We can thus put the
synthesized trajectories back together to form the synthesized
audio-visual version of the input laugh. Facial motion trajec-
tories were transformed back to the initial high dimensional
space. Finally coordinates of the neutral face are added to
the synthesized facial deformations and the result is saved in
BVH format.

4. EVALUATION

4.1. Preparing videos

The synchrony between all input files (audio, mocap, tran-
scriptions) enables us to create audiovisual examples with
only one synthesized modality (the other modality is taken
back from the original data): for example we only synthe-
size the facial trajectories (with forced durations) and we add
the corresponding original (as opposed to synthesized) au-
dio track. In total, 190 laughs were rendered within Motion-
Builder. Among the 251 laughter utterances available in the
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database, we did not include those with no sound at all which
correspond to 46 files with only smile as well as 15 files with
less than 3 classes in their transcriptions to avoid errors dur-
ing HMMs training. Motion data and audio were available
both as they were originally recorded and as synthesized data.
By combining original and synthesized as summarized in Ta-
ble 1, we end up with 4 categories of videos and a total of 760
videos.

audio
original synthesized

Visual original C1 C2
synthesized C3 C4

Table 1. Four different combinations evaluated in the test

4.2. Online MOS test

An online Mean Opinion Score (MOS) test was conducted to
evaluate the results. Forty-six participants (33 male, 13 fe-
male, aged 15 to 49 with mean age 26.5) evaluated each 27
videos of laughter. The videos presented to users were picked
up randomly from the 760 available videos with the constraint
that a given video cannot be shown more than once to a par-
ticipant. Prior to the evaluation, participants were asked to fill
a questionnaire to provide us with information such as age,
gender, whether they are audio processing experts, image pro-
cessing experts or working on laughter. They were also asked
to use headphones but since it might not be possible for ev-
eryone, the ones that did use loudspeakers were asked to spec-
ify they did. During the test, for each video, the participants
were asked to rate it on a 5-point Likert scale (0-very poor
to 4-excellent). Three characteristics were evaluated : over-
all quality (Q1), human-likeness (Q2) and spontaneousness
(Q3). Finally, after the videos, a last questionnaire was filled
by participants to give their impressions on some defects that
we suspected to cause bad evaluations. A free comment area
was also available for participants wishing to express them-
selves about the videos.

4.3. Results

A total of 1245 evaluations were collected. Figure 5 gives the
mean scores for each question and for each combination of
audio and visual data (cf Table 1) as well as the corresponding
standard errors. It is noticeable in this figure that for a given
combination, mean scores are quite similar for each question.
To verify this, we calculated the Pearson’s correlation coeffi-
cient of each pair of questions and obtained high correlation
values (CQ1Q2 = 0.89, CQ1Q3 = 0.82, CQ2Q3 = 0.80).
Further statistical analysis is needed but this shows that keep-
ing those three questions in future evaluations might not be
relevant. To assess statistical significance of pairwise com-
parisons between the different combinations (C1 to C4), we
have used the Tukey HSD test with a confidence level of 99%.

The result is that all combinations are significantly different
from each other (and this remains true whatever the consid-
ered question is). As shown on Figure 5, audio has an im-
portant impact on the results. Scores are much higher when
audio is original (C1,C3). In a sense, this might mean that
the visual modality is not taken into account by participants
and that only the audio has an impact on scores. However, we
also have a significant difference between C1 et C3, which
would not be the case if the visual modality had no impact on
scores. This indicates that either the proposed visual synthe-
sis surpasses state-of-the-art acoustic laughter synthesis, or
that shortcomings on the visual track are less penalizing than
audio defects.
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Fig. 5. Mean scores for each combination and each question

5. CONCLUSION AND FUTURE WORKS

In this paper we have presented a way of synthesizing visual
laughter based on motion capture data recorded for this pur-
pose. To the best of our knowledge, this paper presents the
first attempt to synthesize visual laughter based on motion
capture data and following a HMM-based framework for tra-
jectory synthesis. An online MOS test has been conducted to
evaluate the results and showed that the presented visual syn-
thesis appears plausible to participants. The evaluation also
showed that audio defects have an important impact on the
perception of quality. Future works on visual synthesis in-
clude improvements by modeling head motion in a more suit-
able way, adding eye blinking models and going deeper into
automatic GMM-based clustering. Improvements on audio
laughter synthesis are also planned by investigating new fea-
tures to better model acoustic laughter and the development of
automatic phonetic transcriptions based on HMMs. Finally,
joint audiovisual modeling will be investigated to be able to
synthesize audiovisual laughter in a unified framework and
not separately. As part of joint audiovisual modeling, ways
of using duration models to ensure synchronization between
audio and visual modalities will be studied.
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