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ABSTRACT 
A big challenge for the design and implementation of large-scale 
online services is determining what items to recommend to their 
users. For instance, Netflix makes movie recommendations; 
Amazon makes product recommendations; and Yahoo! makes 
webpage recommendations. In these systems, items are 
recommended based on the characteristics and circumstances of 
the users, which are provided to the recommender as contexts (e.g., 
search history, time, and location). The task of building an efficient 
recommender system is challenging due to the fact that both the 
item space and the context space are very large. Existing works 
either focus on a large item space without contexts, large context 
space with small number of items, or they jointly consider the 
space of items and contexts together to solve the online 
recommendation problem. In contrast, we develop an algorithm 
that does exploration and exploitation in the context space and the 
item space separately, and develop an algorithm that combines 
clustering of the items with information aggregation in the context 
space. Basically, given a user’s context, our algorithm aggregates 
its past history over a ball centered on the user’s context, whose 
radius decreases at a rate that allows sufficiently accurate estimates 
of the payoffs such that the recommended payoffs converge to the 
true (unknown) payoffs. Theoretical results show that our 
algorithm can achieve a sublinear learning regret in time, namely 
the payoff difference of the oracle optimal benchmark, where the 
preferences of users on certain items in certain context are known, 
and our algorithm, where the information is incomplete. Numerical 
results show that our algorithm significantly outperforms (over 
48%) the existing algorithms in terms of regret. 
 

Index terms-- Recommender systems; online learning; 
clustering algorithms; multi-armed bandit. 

1. INTRODUCTION 
 
With the rapid growth of online web services, a huge number of 
items become available to users [1], such as movies at Netflix, 
products at Amazon, webpages at Yahoo!, and advertisements at 
Google. Most widely used recommender systems, such as video and 
audio recommender systems [5][8], have very large item sets. The 
goal of such recommender systems is to assist its users in finding 
their preferred items from the large set of items [1][2]. 
 The preference of a user on a particular item is learned through 
a random payoff, which is received by the recommender system 
based on the response of the user to the recommendation. For 
example, in the movie recommendations, the payoffs are the rating 
scores (e.g., 1 to 5) on movies rated by the users; in the webpage 
recommendations, the payoffs are measured by the users’ click 

behaviors (i.e., 1 for a click and 0 for no clicks).  
Two popular recommendation approaches are filtering-based 

and machine learning-based techniques [3]. Filtering-based 
approaches, such as collaborative filtering [4][5], content-based 
filtering [2][6] and hybrid approaches [7][8], employ the historical 
data of users’ feedback to calculate the future payoffs of users based 
on some prediction functions.  

Machine learning-based methods, such as Multi-Armed Bandit 
(MAB) algorithms [20]-[23] and Markov Decision Processes 
(MDPs) algorithms [24], use machine learning techniques to solve 
the recommendation problem. MDP-based learning approaches 
model a fraction of the historical data of a user as the state and the 
possible items as the action set, and try to maximize the long-term 
total payoff [24]. However, a key disadvantage of such MDP 
approaches is that the state set will grow fast as the number of items 
increases, thereby resulting in very slow convergence rates. MAB-
based approaches [9]-[14], such as  - greedy [14] and UCB1 [12], 
provide not only asymptotic convergence to the optimum, but also a 
bound on the rate of convergence for any time step. They do this by 
balancing exploration and exploitation, where exploration means 
recommending different sets of items to learn about their expected 
payoffs, and exploitation means recommending the best set of items 
based on the observations made so far.  

However, in many applications, such as movie 
recommendations, it may not be sufficient to only consider the user-
item space. It is also important to incorporate context into the 
process in order to improve the quality of the recommendations to 
users based on specific circumstances [15]-[17]. Such context-
aware recommender systems have been recently studied [15]-[23]. 
For example, in movie recommendations [17], it is also important to 
consider the time when a movie should be seen (e.g., weekdays, 
weekends or special days such as Valentine’s Day), the location in 
which the movie should be seen, (e.g., home or movie theater), the 
companion with which the movie is seen (friends, family, alone, co-
workers, etc.). Thus, incorporating contexts extends the user-item 
space used traditionally for recommender systems to the user-item-
context space, in order to evaluate the payoffs of recommendations. 
Moreover, if users have privacy concerns, the recommender system 
cannot recognize a particular user when the user arrives. In this case, 
the users’ features (cookies) can be considered as contexts. In 
[20][21], the payoff functions are assumed to be linear in contexts, 
and an algorithm named LinUCB is proposed to solve the news 
article recommendation problem with contexts. However, the linear 
payoff assumption is not always true in practice. In a more general 
setting, it is assumed that the context space is a bounded metric 
space with a Lipschitz condition, and recommendation algorithms 
are proposed based on the context space partition. These works 
[15]-[23], however, do not take into account the large item space, 
which is a key challenge in practice. 

Another strand of related works studies recommender systems 
in which the item space is large [3][4]. MAB-based learning 
algorithms for large item space have been considered in [25][26]. In 
[26], the item space has been partitioned into finite number of 
subspaces, and the learning is performed on the subspace level 
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instead of the item level. Alternatively, in [25], an item cluster tree 
is considered, and tree search methods are performed to find the 
optimal item. In contrast, we consider a finite but large item space, 
based on which the learning is performed on the cluster level 
instead of item level. Moreover, contexts are not considered in these 
works [3][4][25][26].  

Building contextual recommender systems with a large item 
space has become challenging. In [27], the recommendation is 
performed by merging the context space X  and item space I  into 
a joint space X I , and by partitioning of the new space.  
However, this work needs to know the Lipschitz constant in the 
algorithm, which is difficult to implement in practice. Furthermore, 
the merging of spaces greatly increases the space dimension (i.e., 
the dimension of X  plus the dimension of I ), resulting in a slow 
convergence rate.  

In this paper, we consider the design and implementation of 
recommendation systems which consider the users’ contextual 
information and have a large number of items. For this, we propose 
a contextual bandit approach based on the item cluster tree. To the 
best of our knowledge, our work is the first to solve the 
recommendation problem using an item cluster tree based 
contextual bandit approach. Firstly, different from [27], we 
separately consider the context and item spaces. We model the 
context space as a general continuous and bounded space, although 
our results still hold for a finite context space. Since items can 
always be categorized as a cluster tree for different online services, 
we can use a general cluster tree structure to model the item space, 
and form a set of clusters based on this structure. Secondly, our 
algorithm selects item clusters based on past observations in a 
dynamic subspace in the context space each time, in contrast to 
existing works [22][23][25]-[27], where only the past observations 
in static or semi-dynamic subspaces are used. Thirdly, our 
algorithm does not need to know the Lipschitz constant, which is 
only used to evaluate the performance of the algorithm. A detailed 
comparison with the existing works is presented in Table I. 

In our model, the leaves of the tree represent the items, and the 
nodes of the tree represent the clusters (a leaf can also be seen as a 
cluster with only one item). The metric (distance) to evaluate the 
similarity between items is defined based on this cluster tree. In the 
proposed algorithm, we model the possible selections (referred to as 
the arms) of the MAB model as a layer of nodes (clusters) at depth-
d of the tree, instead of each single item, which reduces the number 
of possible selections and hence, increases the learning speed.  

The proposed algorithm works in discrete time periods and at 
each time period it alternates between an exploration phase and an 
exploitation phase depending on the past selections. Each time, a 
user with a specific context arrives, and the recommender system 
aggregates information over a ball (referred to as the active ball) 
centered on the current context that contains a sublinear number of 
past arrivals. Then, if the times that a cluster is selected in the active 
ball up to now is below a certain threshold, the current period will 
be an exploration phase and that cluster will be selected; otherwise, 

the period will be an exploitation phase and the current “best” 
cluster (in terms of sum average payoffs) will be selected. Then, a 
randomly selected item in the selected cluster is recommended to 
the user. When the selection is made, a random payoff is observed 
by the recommender system. The goal of learning is to minimize the 
difference (referred to as the regret) between the optimal expected 
total payoffs that can be achieved if all expected payoffs are known 
and the expected total payoffs gained through our learning 
algorithm, in which the information is incomplete. 

 
2. SYSTEM MODEL 

 
2.1. Recommender System 
 
A recommender system consists of a set of items, denoted by 

{1 2 , }= , , ILI . In the item space, the similarity distance is 

defined as a metric :
I

s   ¡I I , which is based on the features 
of the items and known to the recommender system. A smaller 

( , )
I

s i i  implies that two items i  and i  are more similar. We 

denote the context set by [0,1] CdX . Each context  Xx  is a 

C
d  dimensional vector, i.e., 

1 2
, ,( ),

Cd
x x x Lx  and each 

component of x  is a real number in [0,1] . We denote the metric in 

context space by :
C

s   ¡X X . A smaller ( , )
C

s x x  implies 

that the two contexts x  and x  are more similar. 
The recommender system operates in discrete time slots  
1,2,3t  L . The context arrival is independent identically 

distributed (i.i.d.), and each time it is sampled from a fixed but 
unknown distribution. We assume that the probability density ( )f x  
of x  satisfies: 
 

min max
( ) ,f f f    Xx x  . (1) 

This bounded probability density indicates that there will be a 
positive arrival probability for a user with any context. 
 For a user with context  Xx , the payoff of choosing item i  
is denoted by 

,
[0,1]

i
r x , which is a random variable drawn from a 

fixed but unknown distribution and its average payoff is denoted by 

,i
 x . Only the payoffs of the recommended items can be observed 
by the recommender system and can be used for further 
recommendations.  
 Note that we will add the subscript t  to context x  when 
referring to the learning process over each period. The sampled tx  
can be observed by the recommender system when the user arrives. 
The components of context and payoffs in [0, 1], are just for 
notational simplicity and in general they can be in any bounded 
interval. In the Euclidean space X , the metric ( , )

C
s x x  can be any 

Euclidean norm. 
 In the context space, an item has similar payoffs when similar 
contexts arrive; we formalize this in terms of a Lipschitz condition 
as follows. 

Assumption 1 (Lipschitz condition for contexts): Given two 
contexts ,   Xx x , we have the following assumption: 

, ,
| | ( , )

i i C C
L s 


 x x x x , for any item i . 

 In the item space, the expected payoffs of similar items are 
similar, given the same context. We formalize this as follows. 

Table I Comparison between the Proposed and Existing Solutions 
 Context Dependent 

items 
Item  

cluster tree 
Context 
subspace  

Linear 
payoff 

[13] No No No No Yes 
[20][21] Yes No No No Yes 
[22][23] Yes No No Partition No 

[25]  No Yes Yes No No 
[26] No Yes Yes No No 
[27] Yes Yes No Partition No 
Our 
work 

Yes Yes Yes Dynamic 
subspace 

No 
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Assumption 2 (Lipschitz condition for items): Given two 
items ,i i  I , we have the following assumption: 

, ,
| | ( , )

i i I
L s i i 


 x x , for any context x . 

 
2.2. Item cluster tree 
 
Items in the system are often categorized as a cluster tree [27]. 
Recall that in a cluster tree, each leaf represents an item and each 
node represents a cluster.  
 We define all the nodes at depth 0d   as layer d and the 
node/cluster in layer d is denoted by 

,d l
C , where {1,2, }

d
l L L  

and 
d

L  is the number of nodes at depth d. The diameter of a cluster 

,d lC
D  is defined as the maximal distance of the items in that cluster, 

namely, 
, ,,

max { ( , )}
d l d lC i i C

D s i i  . In a cluster tree structure, a 

general tree metric can be defined as the mapping from depth of the 
node in the tree to the diameter bound of the cluster, namely, 

:
T

s ¥ ¡ . Thus, ( )
T

s d  denotes the diameter bound of the 

clusters at depth d, namely, 
,

( )
d lC T

D s d  for any cluster l  at depth 

d. For a tree metric, the diameter bound of cluster at depth d is not 
smaller than that at depth d+1, i.e., ( ) ( 1)

T T
s d s d  .  

  There are several examples of the tree metric. Similar to [27], 
we use the exponential tree metric: ( ) d

T
s d  , where (0,1)   is 

the constant base for depth d.  
 Note that the advantage of applying this item cluster tree is to 
categorize items based on their similar features. For example, in 
some applications, the similarity between two items is hard to 
define, but the categories which the items belong to are easy to 
recognize. In this case, the tree metric is the appropriate evaluation 
of similarity in item space. Moreover, given the tree metric, an 
arbitrary metric can be formed into a cluster tree, which fulfills the 
tree metric [28]. Thus, for an item cluster tree, the Lipschitz 
condition in item space of Assumption 2 can be restated as 
Assumption 3. 

Assumption 3 (Lipschitz condition for item cluster tree): For 
two items in the same cluster at depth d, namely, 

,
,

d l
i i C  , we 

have the following assumption: 
, ,

| | ( )
Ti i I

L s d 


 x x , for any 
context x . 

Note that the cluster tree can be partitioned by several nodes, 
which contain all the items and no two nodes contain the same item. 
Thus any item is included in one of the clusters. Moreover, there is 
a tradeoff between the number of clusters we need to explore and 
the cluster depth. Choosing clusters with larger depth will make 
more specific recommendations to the users, but it will also require 
learning more about specific characteristics of items and users. 

 
2.3. Problem Formulation 
 
In the contextual MAB based recommendation problem, the 
cluster-based partition K  of the item space (i.e., a disjoint set of 

| |K  K  clusters that cover the whole item space) is given to the 
recommender system. Each time, a user with context x  arrives, a 
cluster k  K  is selected; an item i  in that cluster is randomly 
recommended; and the payoff 

,t i
r r x  is observed. Given the 

number of items in cluster k , 
k

M , the average payoff of cluster k  

equals 
, ,

/
k i x ki k

M 


x .  In order to make a 

recommendation, the algorithm should choose a cluster and an 
item from the chosen cluster. Therefore the algorithm needs to 
keep track of estimated performance of each cluster. 

The recommender system selects the cluster at time t based on 
the current context and the history, which is a collection of past 
contexts, cluster selections, and payoff observations. The history is 
written as 

1 1 1 2 2 2 1 1 1
{( , , ),( , , ), ,( , , )}

t t tt
h k r k r k r   Lx x x   for 

1t   and 
1

h    for 1t  . We denote the history set of each 
period by H , then the algorithm   is defined as a mapping from 
the current context and history to the recommendation action in 
time period t, namely 

1
: t

t
 

 X H K∪ .  We denote the set of 
all history-based algorithms by  . 

Thus, given the cluster set, the learning goal is to find an 
algorithm that maximizes the total average payoff, denoted by 

( )U T  (i.e., 
( , ),1

( ) [ ]
t t t

T

ht
U T 

 x x ), for any T: 

 
( , ),1

max ( ) max [ ]
t t t

T

ht
U T  


 

  x x  (2) 

If all the information is known, the best choice is to choose 
*

,
( ) argmax [ ],

tt t k k
h  K xx . However, in practice, the average 

payoffs 
, tk

 x  and the distribution of context 
t

x  are not known. To 

measure the difference between * ( )U T


 and ( )U T , we 
alternatively define the regret of learning algorithm   as  
 *( ) ( ) ( )R T U T U T 

  . (3) 

 Therefore, the design goal of the learning algorithm is to 
minimize the regret ( )R T . 
 
3. PROPOSED RECOMMENDATION ALGORITHM 

 
In this section, we propose the One-Layer Clustering 
Recommendation (OLCR) algorithm, and prove that the regret of 
this algorithm is sublinear in T. 
 We first present an intuitive illustration of the algorithm in Fig. 
1 and 2. Due to the huge number of items in the system, it is 
inefficient to compare against all the items in the system to select 
an appropriate one, since the learning speed will be very slow. One 
way to select the cluster set K  is to choose clusters in the same 
layer, namely nodes with the same depth in the cluster tree. We 
formalize this selection in our OLCR algorithm, shown in Table II. 
Each time, the algorithm alternates between two phases: the 
exploration phase and the exploitation phase, depending on the 
history and current context. We denote by ( , )B x   the ball in 

context space with center x  and radius  . We consider the t 
  

1 

( 0 1  ) closest past arrivals in context space and use a ball 

( , )
t t

B x   to denote this subspace in the context space, as shown in 

Fig. 1. Let 
, ( , )t tk B x

N   denote the number of past selections of 

cluster k within the ball and 
, ( , )t tk B x

r   denote the sum average 

payoffs of cluster k within the ball. The algorithm checks if there is 
any cluster whose past number of selections within the ball does 

                                                           
1 y     denotes the maximal positive integer number that is smaller than or equal to y . 
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not exceed the threshold lnAt t   ( 0    , 0A ), and if 
so it explores that cluster by selecting it. If all the clusters are 
explored enough, i.e., past number of selections within the ball 
exceeds the threshold, it selects (exploits) the current best cluster 
(by comparing the sum-average of past payoffs of each cluster 
within the ball. When the selection is made, a random payoff 

, tk x
r is observed by the recommender system. 

The performance of the OLCR algorithm, in terms of regret up 
to time T, is given in Theorem 1. 

Theorem 1: The regret ( )
OLCR

R T  up to time T of the OLCR 
algorithm is bounded by 

 

2
1 ( )

(1 /2
1

/

0

1 )

( ) ln ( 1)
3

22
                     

(1 / 2) 1

c c

OLCR

c

d d

c

R T CT T K

LC dTT
dA









 













  


 


 , (4) 

where 0C  is a constant, such that 
0

(1 )/[ ] Cd

t
E C t    , and 

max1 2
C Cd dC KA f c C   is a constant, such that 

Cd
c  is the 

covering constant 2 , and / / ( / )2 2 1C

C

d
d CC d   , ( )   is the 

Gamma function. 
Proof: The proof of Theorem 1 is given in [29]. 

 Note that the regret is sublinear in T, resulting in a sublinearly 
vanishing time average performance loss, which is a stronger result 
than the asymptotic convergence.  

 
4. NUMERICAL RESULTS 

 
In this section, we compare the proposed OLCR algorithm with the 
traditional context-free UCB1 algorithm [12], the context-aware 
collaborative filtering (CACF) algorithm [18], and the hybrid- ε -

                                                           
2 We use a set of balls with any radius ρ  to cover a Cd  dimensional space X . If 
the distance between any two centers of the balls is greater than ρ , then the covering 
constant 

Cdc  is the constant, such that the maximum number of balls in the set is not 

greater than C

C

d
dc ρ − . 

greedy algorithm [19]. In the simulation, we consider a binary item 
cluster tree, whose metric fulfills the exponential tree metric.  
 Simulation results are shown in Fig. 3 and Table III. We 
compare the average regret per period ( ( ) /R t t  for algorithm π ) 
of algorithms in Fig. 3, and show the comparison of regrets up to 
T=100, 000 in Table III. We can see that the OLCR algorithm 
significantly outperforms the context-free UCB1 algorithm, the 
CACF algorithm and the hybrid- ε -greedy algorithm, with 81%, 
59% and 48% reduction of regret for K=64, and 82%, 78% and 69% 
reduction of regret for K=16, respectively. We can also see that the 
convergence rate of the OLCR algorithm increases when the 
number of clusters decreases from K=64 to K=16.  
 

5. CONCLUSIONS 
 
In this paper, we propose a contextual MAB based clustering 
algorithm to design and deploy recommender systems, in which 
both the contexts and the large item space are considered. To 
improve the learning speed, we consider partitioning the item 
cluster tree into a set of clusters. The algorithm alternates between 
the exploration and exploitation phases and aggregates the 
contextual information from a sublinear number of past arrived 
contexts. Theoretical results show that the algorithm can achieve a 
sublinear regret in time T, which is a stronger result than 
asymptotic convergence. Simulations show that our algorithm 
significantly outperforms the existing state-of-the-art algorithms by 
over 50%, in terms of regret. 
 

TABLE II. One-Layer Clustering Recommendation Algorithm 

1: Input: clusters {1,2, }K LK , periods T.  
2: for t=1:T do 
3: Observe the context tx . Find a ball ( , )t tB x ρ  with minimum radius 

tρ , which contains t  
    of past arrived contexts. 

4: if 
( ,, )

,   ln
t tk B x

k st N At t 


   then (Exploration Phase) 

5:      select arm k, and randomly recommend an item in arm k. 
6: else (Exploitation Phase) 
7:    select 

,, ( )
arg max [ ]

t tk k B x
k r   K , and randomly recommend an 

item in cluster k. 
8: end if 
9: Receive the reward: 

t
r . 

10: end for 

 

Table III Comparison of Regrets up to T=100, 000 
(K=64) / (K=16) UCB1 CACF Hybrid- ε  OLCR  

Regret 8387 / 7422 3944 / 6134 3129 / 4385 1632 / 1362 
Performance gain 

over others 
81% / 82% 59% / 78% 48% / 69% - 

 

 
Fig. 2. Recommender system based on OLCR algorithm 

 

    
      (a) K=64                                             (b) K=16 
Fig. 3. The regret performance comparison 

1
t 2t

3
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1
t
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( , )

t t
B x 
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B x 

3 3
( , )

t t
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Fig. 1. Dynamic subspace selection in the context space 
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