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ABSTRACT

We propose a sound-pressure-to-driving-signal (SP-DS) conversion
method for sound field reproduction based on sparse sound field rep-
resentation. The most important problem in sound field reproduction
is how to calculate driving signals of loudspeakers to reproduce de-
sired sound fields. In common recording and reproduction systems,
sound pressures at multiple positions obtained in a recording area are
only known as the desired sound field; therefore, SP-DS conversion
algorithms are necessary. Current SP-DS conversion methods do
not take into account sound sources to be reproduced, which results
in severe spatial aliasing artifacts. Our proposed method decom-
poses the received sound pressure distribution based on the genera-
tive model of the sound field. Numerical simulation results indicate
that the proposed method can achieve higher reproduction accuracy
compared to the current methods, especially in higher frequencies
above the spatial Nyquist frequency.

Index Terms— Sound field reproduction, sparse signal rep-
resentation, wave field synthesis, wave field reconstruction filter,
super-resolution

1. INTRODUCTION

Physical sound field reproduction makes it possible for high-fidelity
audio systems. In practical recording and reproduction systems, the
sound field to be reproduced may be obtained with microphones in
a recording area; therefore, sound pressures at multiple positions in
the desired sound field are only known. This means that driving
signals of loudspeakers for reproducing sound field needs to be cal-
culated from the received signals of the microphones. We call this
type of signal transformation sound-pressure-to-driving-signal (SP-
DS) conversion. We focus on the SP-DS conversion problem when
the array configuration of the microphones and loudspeakers are pla-
nar or linear.

Wave field synthesis (WFS) [1] is a sound field reproduction
method based on the Kirchhoff-Helmholtz or Rayleigh integrals. By
using the Rayleigh integral of the first kind, the driving signals of the
WFS for a planar or linear loudspeaker array needs to be equivalent
to the distribution of the sound pressure gradient of the desired sound
field at the position of the array [2]. Because it is difficult to obtain
the distribution of sound pressure gradient in practice, WFS cannot
be directly applied as SP-DS conversion.

We have proposed an SP-DS conversion method for planar or
linear arrays of microphones and loudspeakers based on the wave
field reconstruction (WFR) filter [3]. In the WFR filtering method,
SP-DS conversion is achieved by decomposing the received sound
pressure distribution into spatial Fourier basis functions that corre-
spond to uniformly-sampled plane waves. This representation makes
it possible for stable and efficient signal conversion. However, in this
procedure, artifacts originating from spatial aliasing notably occur,

which depends on the intervals of microphones and loudspeakers.
As an example, let us assume a system in which loudspeakers are
densely arranged compared to microphones. Even though this sys-
tem has potential to reproduce a sound field in the frequency bands
up to the spatial Nyquist frequency determined by the loudspeaker
intervals, it can be hardly expected to reproduce it in the frequency
bands above the spatial Nyquist frequency determined by the mi-
crophone intervals by using the WFR filtering method. Under the
significant effect of the spatial aliasing artifacts, listeners may not
clearly localize reproduced sound images. Additionally, frequency
characteristics of the reproduced direct sound are greatly affected,
which is called the coloration effect [4].

Now, the question is how to reproduce the sound field in the
frequency bands above the spatial Nyquist frequency determined by
the microphone intervals in the above-mentioned setup. This so-
called super-resolution of sound field reproduction may be possible
if the received sound pressure distribution can be represented using a
small number of basis functions because the signals can be interpo-
lated more precisely. We used basis functions that depend on sound
sources to be reproduced, primary sources, for sparse representation
of the sound field. We formulated a generative model of the sound
field, which is represented by the sum of monopole source and plane
wave components. Such decomposition is not a trivial task, but re-
cently developed sparse decomposition algorithms [5] can be applied
to this problem. These decomposed signals are separately converted,
and then the driving signals of the loudspeakers are obtained as the
sum of them. We demonstrate that the proposed method is robust
against spatial aliasing artifacts as well as modeling errors.

Sound pressure control methods based on inverse filtering can be
applied as SP-DS conversion [6, 7]. Even though these methods are
aimed to minimize errors between the synthesized and desired sound
pressures at control points, for example, in a least square error sense,
the above-mentioned spatial aliasing artifacts cannot be avoided. In
a spherical array, Wabnitz et al. [8] proposed an upscaling method
for Ambisonics order based on sparse plane-wave decomposition.
However, plane-wave decomposition of the received sound pressure
distribution can be hardly sparse in our planar or linear array case.
In [9], the optimized basis functions were obtained using eigenvalue
decomposition based on MAP estimation with the prior knowledge
of the primary sources. Therefore, these locations need to be given
a priori. Our new perspective in the generative model and sparse-
representation-based algorithm for sound field recording and repro-
duction are the main contributions of this paper.

2. GENERATIVE MODEL OF SOUND FIELD

We divide a sound field in the recording area into two regions, in-
ternal and external, of a closed surface. The internal region is de-
noted as Ω. We assume that components approximated as monopole
sources exist only inside Ω. When the sound pressure of the tempo-
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Receiving plane:

Monopole source component
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Fig. 1. Sound field in recording area is modeled by sum of monopole
source and plane wave components. Sound pressure distribution is
obtained by planar distribution of receivers.

ral frequency ω at the position r is denoted as p(r, ω), the following
equation should be satisfied:(

∇2 + k2) p(r, ω) = {
−Q(r, ω), r ∈ Ω
0, r /∈ Ω

, (1)

where Q(r, ω) is the distribution of the monopole source compo-
nents inside Ω, k = ω/c is the wave number, and c is the sound
speed. Hereafter, ω is omitted for notational simplicity. Equation
(1) means that p(r) follows the inhomogeneous and homogeneous
Helmholtz equations at r ∈ Ω and r /∈ Ω, respectively. Therefore,
the solution of (1) can be represented as the sum of inhomogeneous
and homogeneous terms, pi(r) and ph(r). Additionally, pi(r) is
represented as a convolution of Q(r) and the three-dimensional free-
field Green’s function G(r|r′) as [10]:

p(r) = pi(r) + ph(r)

=

∫
r′∈Ω

Q(r′)G(r|r′)dr′ + ph(r), (2)

where

G(r|r′) =
ejk|r−r′|

4π|r − r′| . (3)

Here, G(r|r′) corresponds to the transfer function of the monopole
source. Equation (2) can be confirmed by substituting it into (1) as:

(∇2 + k2)

{∫
r′∈Ω

Q(r′)G(r|r′)dr′ + ph(r)

}
= −

∫
r′∈Ω

δ(r − r′)Q(r′)dr′

=

{
−Q(r), r ∈ Ω
0, r /∈ Ω

. (4)

The homogeneous term ph(r) can be represented as the sum of
plane waves; therefore, ph(r) is described using the spatial fre-
quency spectrum Ph(kx, kz) as [10]:

ph(r)=
1

4π2

∫ ∞

−∞
dkx

∫ ∞

−∞
dkzPh(kx, kz)e

j(kxx+kyy+kzz), (5)

where kx and kz respectively denote the spatial frequencies with
respect to x and z, and ky = ±

√
k2 − k2

x − k2
z .

Microphone arrayGrid points

 

(a) Recording area

Loudspeaker array

Reproduced region

(b) Target area

Fig. 2. Microphone and loudspeaker arrays are respectively set in
recording and target areas. Region Ω is discretized as set of grid
points.

As shown in Fig. 1, we assume that the sound pressure distribu-
tion on the receiving plane Γ is obtained in the recording area. All
the monopole source and plane wave components are assumed to be
in the region of y < 0. The secondary sources are also assumed to
be planarly distributed in the target area. The driving signals of the
secondary sources for reproducing the captured sound field should
be equivalent to the sound pressure gradient on Γ [2]. Therefore,
if the received sound pressure distribution p(r)(r ∈ Γ) can be de-
composed into pi(r) and ph(r), the driving signals of the secondary
sources d(r) can be uniquely calculated as:

d(r) =
∂

∂y
p(r)

∣∣∣∣
y=0

=

∫
r′∈Ω

Q(r′)
∂G(r|r′)

∂y

∣∣∣∣
y=0

dr′

+
1

4π2

∫ ∞

−∞
dkx

∫ ∞

−∞
dkzjkyPh(kx, kz)e

j(kxx+kzz). (6)

In the WFR filtering method, all the captured sound field is treated
as the homogeneous term ph(r), and p(r) (r ∈ Γ) is decomposed
into the spatial Fourier basis functions as in (5). Even when the cap-
tured sound field is generated by a single point source, the energy
of the received sound pressure distribution spreads over on the ba-
sis functions in this decomposition; therefore, it is difficult to avoid
folding noise. On the other hand, if the decomposition into pi(r)
and ph(r) is achieved, dominant components of the received sound
pressure distribution may lie in pi(r) because G(r|r′) correspond
to the basis functions of the monopole sources that are located adja-
cent to Γ. Additionally, Q(r) (r ∈ Ω) may become sparse because
it can be considered that the monopole source components exist only
at a few locations in Ω. When these assumptions are nearly satisfied,
more accurate calculation of d(r) can be achieved.

3. SP-DS CONVERSION ALGORITHM BASED ON SPARSE
DECOMPOSITION

We describe the SP-DS conversion algorithm based on (2) and (6).
As shown in Fig. 2, arrays of microphones and loudspeakers are
respectively used as the distributions of receivers and secondary
sources in the recording and target areas. The region Ω is discretized
as a set of grid points. The numbers of microphones, loudspeak-
ers, and grid points are denoted as M , L, and N , respectively.
Here, N ≫ M and L > M are assumed. Vectors p(i) ∈ CM

and d(i) ∈ CL respectively denote the received signals of the
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Fig. 3. Block diagram of proposed method.

microphones and driving signals of the loudspeakers in the tempo-
ral frequency domain. The superscript i is the index of the time
frame. Therefore, SP-DS conversion must obtain d(i) from p(i). As
shown in Fig. 3, the SP-DS conversion algorithm has two stages:
decomposition and reconstruction.

In the decomposition stage, p(i) is decomposed into two com-
ponents as (2). When the dictionary matrix of the monopole com-
ponents, which has the Green’s function (3) between the grid points
and microphones in each element, is denoted as D ∈ CM×N , the
discrete form of (2) is described as:

p(i) = Dq(i) + h(i), (7)

where q(i) ∈ CN is the distribution of the monopole components
at the grid points, and h(i) ∈ CM is the homogeneous term of the
received signals. When the multiple time frames of p(i), q(i), and
h(i) (i ∈ {1, · · · , I}) are represented by single matrices as P =

[p(1), · · · ,p(I)], Q = [q(1), · · · ,q(I)], and H = [h(1), · · · ,h(I)],
(7) is rewritten as:

P = DQ+H. (8)

If Ω includes all the direct primary sources, q(i) is a dominant com-
ponent of p(i) compared to h(i). In contrast, h(i) corresponds to
ambient components such as reverberation and diffused noise. Ad-
ditionally, only a few element of q(i) may have non-zero values.
Therefore, the sparse decomposition algorithm [5] can be applied to
decompose p(i) into q(i) and h(i). Practically, the directivity of the
primary sources is different from monopole characteristics and the
source locations may not be precisely on the grid points. However,
these modeling errors can also be included in h(i). The sampling
interval and size of Ω affect the size of D as well as the restricted
isometry property (RIP) condition [11]; therefore, these parameters
need to be designed based on approximation error and computational
complexity. In the context of source localization, similar algorithms
to this decomposition stage have been proposed [12, 13].

For sparse decomposition of p(i), it can be assumed that the
locations of the primary sources, i.e., the positions of non-zero ele-
ments of q(i), are constant at each i in a short period. Therefore, the
sparse decomposition algorithm should take into account that multi-
ple measurements of p(i) have the same sparsity structure. The di-
versity measure of Q for this multiple measurement vectors (MMV)
problem is generally defined as [14]:

J(p,q)(Q) =

N∑
n=1

(∥Q[n]∥q)p , 0 ≤ p ≤ 1, q ≥ 1, (9)

where Q[n] denotes the n-th row of Q. The optimization criteria is
described as:

argmin
Q

{
∥P−DQ∥2F + λJ(p,q)(Q)

}
, (10)

(a) Original (b) Proposed

(c) WFR (d) SPC

Fig. 4. Original and reproduced sound pressure distributions when
source signal was 1.8 kHz. Spatial aliasing artifacts can be seen in
WFR and SPC.

where λ is a predefined parameter that balances the approximation
error and the sparsity-inducing penalty J(p,q)(Q). We applied the
M-FOCUSS algorithm [15] to solve (10). Then, H can be simply
obtained as H = P−DQ.

In the reconstruction stage, d(i) is obtained from the estimates
of q(i) and h(i). These two components q(i) and h(i) are separately
converted into the driving signals, then d(i) is obtained as the sum
of them:

d(i) = q̃(i) + h̃(i), (11)

where q̃(i) ∈ CL and h̃(i) ∈ CL are the driving signals calculated
from q(i) and h(i), respectively. We define D̃ ∈ CL×N as the ma-
trix that converts q(i) into q̃(i) as q̃(i) = D̃q(i). Based on (6), each
element of D̃ has the differential of the Green’s function (3) with re-
spect to y. An alternative method for obtaining q̃(i) from q(i) is the
spectral division method (SDM) [16]. Although the SDM is based
on the signal representation in the spatial frequency domain, it is
possible to calculate q̃(i) at the resolution determined by the loud-
speaker intervals because the position and strength of the monopole
components, q(i), can be given. The other component h̃(i) can be
obtained by applying the WFR filter to h(i) [3]. To obtain the L sig-
nal of h̃(i) from the M signal of h(i), spatial signal interpolation is
necessary.

4. EXPERIMENTS

Numerical simulations were conducted under the free-field assump-
tion to compare three methods; the proposed method based on sparse
representation (Proposed), WFR filtering method (WFR) [3], and
sound pressure control method (SPC) [6]. Although the proposed
method was derived in the case of the planar arrays of microphones
and loudspeakers, we assumed that these arrays are linear in the ex-
periments. The proposed method can be straightforwardly extended
to the linear case.
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As in Fig. 2, the microphones and loudspeakers were aligned
along the x-axis with the center at the origin in the recording and
target areas, respectively. The numbers of microphones and loud-
speakers were respectively 32 and 64. The intervals of the micro-
phones were 12 cm and those of the loudspeakers were 6 cm; there-
fore, both the array lengths of the microphones and loudspeakers
were 3.84 m. The directivity of the array elements was assumed
to be omni-directional. A single static sound source as a primary
source was located in the recording area. The directivity of the pri-
mary source was assumed to be uni-directional. The primary source
was located at (−0.84,−0.98, 0.0) m and directed to y > 0. With
a linear loudspeaker array, the amplitude decay of the reproduced
source becomes faster than desired even though this artifact may not
be critical to listeners’ perception [4]. Therefore, we eliminated this
effect for feasible evaluation by modifying the amplitude decay of
the primary source in the original sound field from 1/r to 1/r

√
r,

where r is the distance from the source location. The sound pressure
distributions were simulated in a 3.6×3.6 m region at intervals of
1.5 cm on the x-y-plane at z = 0. The amplitudes were normalized
using the averaged squared amplitude in the region of y ≥ 0.5 m in
the simulated region. The sampling frequency was 48 kHz and the
length of the single time frame was 2048 samples.

In Proposed, the grid points were aligned in a rectangular region
of 4.0×3.0 m centered at (0.0,−1.5, 0.0) m. The interval of the
grid points was 0.1 m; therefore, the number of the grid points was
40×30. In M-FOCUSS of the proposed method, p and q in (9) were
set as p = 0.8 and q = 2, λ in (10) was set as 1.0 × 10−4, and
40 time frames were used for the decomposition. The SDM was
applied to obtain q̃(i). In Proposed and WFR, sinc interpolation was
used for signal up-sampling to obtain signals of 64 channels from
those of 32 channels. A spatial Tukey window function was applied
to Proposed and WFR. In SPC, control points were set along the
line of y = 0.5 m. The inverse of the transfer function matrix was
calculated as the minimum norm solution. The microphone array
was set at y = 0.5 m in the recording area to match the target sound
field with that of Proposed and WFR.

The general reproduction accuracy was evaluated using the sig-
nal to distortion ratio (SDR) defined as:

SDR =

10 log10

∑
i

∑
j

∑
k|p̄org(xi, yj , tk)|2∑

i

∑
j

∑
k|p̄rep(xi, yj , tk)− p̄org(xi, yj , tk)|2

, (12)

where p̄rep(xi, yj , tk) and p̄org(xi, yj , tk) are the reproduced and
original sound pressure distributions in the time domain, (xi, yj)
denotes discrete positions in the simulated region, and tk denotes
discrete time. The total number of time samples was set at 10 ms,
i.e., 480 samples. The SDR was calculated in the region of y ≥
0.5 m.

Fig. 4 shows the simulation results when the source signal was
a 1.8-kHz sinusoidal wave, which is above the spatial Nyquist fre-
quency determined by the interval of the microphones, 1.4 kHz. The
black dots indicate the locations of the loudspeakers. Even though
spatial aliasing artifacts arose in the WFR and SPC (Figs. 4c and d),
they did not arise in Proposed (Fig. 4b). The SDRs of Proposed,
WFR, and SPC were 23.6, 11.5, and 10.3 dB, respectively.

Fig. 5 plots the relation between SDRs and the frequency of the
source signal. The spatial Nyquist frequency determined by the in-
terval of the microphones is indicated by the dashed line. The SDRs
of Proposed and WFR at low frequencies were relatively smaller
than those of SPC. This error originated from that of the sinc inter-
polation. The SDRs of Proposed, at a higher frequency than the spa-
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Fig. 5. Relation between SDR and frequency of source signal.

tial Nyquist frequency, were maintained compared to WFR and SPC.
Therefore, Proposed can be considered as being more robust against
spatial aliasing artifacts. It should be noted that the directivity of the
primary source was different from the monopole characteristics and
the source location was not exactly on the grid points.

5. CONCLUSION

We proposed the SP-DS conversion method based on the sparse de-
composition of the received sound pressure distribution. We for-
mulated the generative model of the sound field as the sum of the
monopole source and plane wave components. The received signals
of the microphones are decomposed into these two components by
using the sparse decomposition algorithm. These components are
then separately converted, and the driving signals of the loudspeak-
ers are obtained as the sum of them. Numerical simulations were
conducted to compare the proposed method with the WFR filtering
method and sound pressure control method based on the minimum
norm solution. The reproduction accuracy of the proposed method
was better than that of the other methods, especially at frequencies
above the spatial Nyquist frequency. This result indicates that the
proposed method is robust against spatial aliasing artifacts as well
as modeling errors. Although the proposed method aims at super-
resolution of sound field reproduction, the generative model and de-
composition algorithm of the proposed method may also be applied
to sound field analysis.
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