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ABSTRACT

Discovering regions that have changed in a set of images ac-
quired from a scene at different times and possibly from different
view points and cameras is a crucial step for many image processing
applications. Remote sensing, visual surveillance, medical diagno-
sis and treatment, civil infrastructure, and underwater sensing are
some examples of such applications. This work proposes a novel
approach to detect changes automatically without a learning step by
using image analysis techniques and segmentation based on super-
pixels. Unlike most common approaches, which are pixel-based,
we present an approach that combines super-pixel extraction, hi-
erarchical clustering and segment matching. The experimental re-
sults show the effectiveness of the proposed approach comparing it a
background subtraction technique, demonstrating the robustness of
our algorithm to illumination variations, non-uniform attenuations,
atmospheric absorption and swaying trees.

Index Terms— change detection, super-pixel, hierarchical clus-
tering, region growing.

1. INTRODUCTION

Finding changes in a scene plays a central rule in a myriad of appli-
cations. Disaster management [1], urban growth [2], security [3] ,
burned areas [4] and surveillance [5] are few of examples of prob-
lems which the knowledge of local changes is essential. Detecting
structural changes is useful to gather information from the environ-
ment which may have social and economic impact.

One instance of the importance of change detection is the moni-
toring of oil pipelines (Figure 1), since there are many factors used to
determine oil prices and one of them is the shutdown of a pipeline. In
this application, changes in the environment such as the construction
of new buildings, natural disasters like tsunamis and earthquakes are
some of the causes of hazards around pipelines. Therefore, a timely
and precise detection of activities affecting oil pipeline integrity en-
sures a faster problem resolution, helps preventing disasters, reduces
maintenance costs and payout for damages. However, the usual pro-
cedure to detect problems in the neighborhood of a pipeline is to use
human operators watching a video from a monitoring camera and
identifying changes in images from the scene.

In general, video monitoring performed by humans is error
prone due to the known lack of attention in repetitive tasks that
take many hours [7]. Therefore, the automation of the monitoring
is a direct and intuitive solution to reduce such errors. Besides the
capability of reducing errors and speeding the monitoring process
up, the employment of an automatic system can be used as a filter
to provide a selection of important video segments that should be

(a) (b)

Fig. 1: Trans-Alaska Pipeline on slider supports where it crosses the
Denali Fault [6]. This pipe suffered some damage, but no oil spills
occurred. A large arc in the pipe can be seen in image (b), due to
shortening of the zigzag-shaped pipeline trace in the fault zone.

further analyzed by the operators, which would help them in their
decision making process regarding actions to be executed.

The basic task of change detection in images is to find pixels
(or regions) from a reference image that are different from other
images [8]. Significant changes may include appearance or disap-
pearance of objects, motion of objects, and shape changes in ob-
jects. On the other hand, variations in the image caused by camera
motion, noise, illumination changes, nonuniform attenuation, atmo-
spheric absorption, swaying trees, rippling water or flickering moni-
tors, must be ignored by the change detection method.

Approaches focusing on background subtraction and remote
sensing techniques have been applied to change detection. In gen-
eral, the background subtraction performance is highly dependent
on building and maintaining a background model. Mostly are
pixel-based methods and assume that pixels are independent. In
remote sensing, the image change detection performance depends
on a trade-off between the spatial resolution and the spectral reso-
lution [9]. In addition to the particular drawbacks of background
subtraction and remote sensing techniques, a learning step might be
necessary to identify the characteristics of the images, which is an
unfeasible task when only a single reference image is available.

In this paper, we propose a novel approach to identify from a set
of images which ones present significant differences when compared
to a reference image. Unlike the background subtraction and the
remote sensing approaches, our technique does not require a learning
stage and it is capable of detecting changes by using only two images
(the reference image and a second image, referred to as test image,
possibly containing changes).

Our technique is based on a computationally simple and effec-
tive change detection. It first extracts the super-pixels of the image,
then performs a hierarchical clustering to obtain segments with simi-
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lar characteristics, and finally matches segments of the reference im-
age to segments in the test image based both on features (extracted
using the Local Binary Patterns [10] to be invariant to monotonic
pixel intensity changes and easy to compute) and spatial location
constraint (considering that a change only takes place when corre-
sponding segments present different characteristics). As a result, the
test image receives a score proportional to the likelihood of a change
takes place when compared to the reference image.

To evaluate our approach, we perform several experiments using
datasets acquired under controlled and uncontrolled conditions. We
also compare the proposed method to the widely used method for
background subtraction MoG (Mixture of Gaussians) proposed by
Zivkovic [11]. According to the experimental results, our approach
outperforms MoG based approach in the change detection task.

2. RELATED WORK

Over the years, the image processing and computer vision commu-
nity have been proposing a large number of change detection tech-
niques, many of them based on background subtraction and remote
sensing techniques, which will be briefly reviewed. For a compre-
hensive survey on change detection the reader is referred to [8].

Change detection Based on Background Subtraction. In general,
change detection approaches based on background subtraction com-
pare the pixels of a test image to a background model learned using
several reference images that do not contain any object. Then, pix-
els that do not fit the background model are classified as foreground,
which indicates changes [12, 13, 14, 15]. Background subtraction
techniques can divided in parametric or non-parametric.

In the parametric methods it is assumed that each pixel in the
scene can be modeled as a statistical process that can be approxi-
mated by a given parametric distribution or a mixture of distribu-
tions. A popular method that use Mixture of Gaussians (MoG) was
proposed by Stauffer and Grimson [16]. Another parametric method
is presented by Zivkovic [11], that extend [16]. Zivkovic developed
an efficient adaptive algorithm using Gaussian mixture probability
density. By choosing the number of mixtures components for each
pixel in an on-line procedure the algorithm can automatically fully
adapt to the scene. Our proposed method, however, does not need
the learning step and is not pixel-based.

In non-parametric approaches, the background model is not
modeled by a parametric distribution [17]. The values of each pixel
in the image are used to estimate the probability density function
(PDF) of each pixel. So, the main characteristic is the dependence
heavily data depend (many of them require the pixels to be stored),
but they are capable of adapting to rapid changes in the background,
such as a light is switched on or off, which is desirable.

Although the background subtraction approaches are usually
simple and easy to implement, virtually all these approaches have
a training step. Thus, they will no work properly whenever the
background scene suddenly changes or not have enough samples
to estimate the background model. Therefore, they are unfeasible
when it is provided only a single reference image.

Remote Sensing Techniques in Change Detection. Similar to the
background subtraction methods, the remote sensing techniques in
change detection also need a learning stage to model the reference
image [18]. However, unlike the former, the remote sensing ap-
proaches are based on feature extraction, which avoids errors due
to pixels noise issues and small changes in the reference image.
Benedek et al. [19] proposed a model that eliminates the registra-
tion errors and noises caused by the static objects having consider-

able height as buildings, trees and walls from the difference between
the test and reference images. Similarly to Benedek et al. [19], we
propose an approach based on features descriptors but the match is
constrained to segments located in similar regions in both images.

An approach for change detection in multespectral remote sens-
ing images was proposed by Bovolo et al. [20]. The technique is
based on a compressed representation, in which the multidimen-
sional feature space is compressed into a 2-D subspace without ne-
glecting any available spectral band, returning possible information
about changes. However, differently from our approach, which is
based on a single and simple feature descriptor, Bovolo et al. [20]
employed two complex feature descriptors. The first is the mag-
nitude of the spectral channel vector and the second is a direction
variable that models the information about different kinds of change
without rejecting any spectral channel. In addition, a learning step
was necessary, which is not performed by our approach.

All approaches described in this section (based on background
subtraction and remote sensing techniques) require a learning stage
and present high computational cost. In addition, they both are pixel-
based, indicating the specific location of the changes in the image,
which is susceptible to noise. A pixel-based approach is not always
required since an estimation of changes able to rank the frames ac-
cording to change likelihood would be enough to many applications.

3. PROPOSED APPROACH

The approach proposed in this work is composed of the three main
steps: (1) Super-pixel extraction; (2) hierarchical clustering, and (3)
matching of segments. These steps are illustrated in Figure 2 and
will be described in details in the next sections.

Our method receives two images as input, a reference and a test
image. Its output is a score that indicates if there is a change be-
tween the test and the reference images. Therefore, the goal of our
algorithm is to decide whether there is a significant change between
two images.

3.1. Super-pixel

In general, pixel-based methods are very susceptible to noise and
do not provide semantic information. A common approach to over-
come these issues is the use of super-pixel techniques. Originally
developed by Ren and Malik [21], super-pixel consists in extracting
a higher level representation for images by partitioning an image into
meaningful regions. This method is more robust to noise than pixels
and is useful to represent objects in images.

In our methodology, we used the super-pixel approach devel-
oped by Radhakrishna et al. [22]. Their approach is built on the
Simple Linear Iterative Clustering (SLIC), which generates super-
pixels by clustering pixels based on their color similarity and prox-
imity in the image. This technique is capable of producing regular
super-pixel shapes, and it also can be employed on both grayscale
images and color images.

3.2. Hierarchical Clustering

Our approach combines the widely employed Hierarchical Cluster-
ing technique with the super-pixel methodology to create meaning-
ful segments in the images. This avoids, for instance, an object to
be represented by two different super-pixels. In such cases, these
super-pixels need to be merged into a new segment. The Hierarchi-
cal Clustering step has two main stages: i) Extraction of a binary
hierarchical tree and ii) region growing using a similarity measure
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Fig. 2: Diagram showing the change detection approach employed in
this paper. Each block is detailed in the Section with similar name.

and spatial constraints. The first step groups the segments generated
by the super-pixel extraction using a binary hierarchical cluster tree.
Then, by using a threshold, we define the height in the tree from
which all leafs will be merged.
Binary Hierarchical Tree. To start the construction of the tree, each
super-pixel represents a leaf node. Therefore, at the beginning there
are k leaves for the k super-pixels or segments. Then, the closest
pairs of segments (according to a similarity measure) are merged it-
eratively into a new internal node, parent of the merged nodes, com-
posed by the union of these segments. The process ends when all
the super-pixels have been merged to a single node, the root node.
This structure is then transformed in a dendrogram [23] which will
be used to obtain the final clustering by performing a cut according
to an experimentally defined threshold λ to produce segments can be
merged into larger segments.
Region Growing. To avoid merging of non-adjacent segments, we
use a region growing algorithm and the cutoff value, λ, of the den-
drogram aforementioned. An initial set of small regions is iteratively
grouped according to similarity constraints by the cutoff value. We
begin by choosing an arbitrary seed pixel and comparing it with the
neighboring pixels. Segments grow from the seed pixel by adding
similar pixels in its vicinity. When the growth of one segment stops,
we simply choose another seed pixel which does not belongs to some
segment and restart the iteration. This process is continuous until all
pixels belong to some segment.

Due to its invariance to monotonic intensity changes, we extract
features using the Local Binary Patterns (LBP) [10] which has also
been employed in a variety of applications and is extremely fast to
compute. The LBP value of a pixelC = (xc, yc) and radiusR is cal-
culated by thresholding the gray value of N sampling pixels defined
by the indicator function s(x1, x2). This function returns 1 when the
intensity value of pixel x1 is greater than x2 and 0 otherwise.

By considering the gc as the intensity of the center pixel and
gp (p = 0, . . . , N−1) corresponding to the intensity of a pixel value
of N sampling points, the final feature vector is given by summing
the thresholded values weighted by powers of two:

LBPN,R(C) =

N−1∑
p=0

s(gp − gc)2p. (1)

Thereafter, the LBP code given by Equation 1 is calculated for each
image I using a N neighborhood (in this work we have used N =
8). Given a super-pixel or segment in an image I , the LBP descrip-
tor is summarized in 256-bin normalized histogram. This way, a
histogram is calculated for each image segment.

Similarity Measure. In order to characterize similarity among seg-
ments in Hierarchical Clustering and Segments Matching, we calcu-
late the distance between LBP histograms extracted from each seg-
ment. In this work we evaluate the usage of three different distance
functions: Euclidean distance, correlation coefficient and the cosine
distance. Thus, the closest neighbor segment t of a segment r is
given by

cn(r) = argmaxtD(f, r, t), (2)

where D(f, r, t) measures the similarity between segments r and t
according to the similarity distance f . For Euclidean distance small
values of f(r, t) means high similarity, while for correlation and
cosine distance large values of f(r, t) means high similarity.

3.3. Matching of Segments

To be able to detect whether a change happened in a segment of
the test image, this final stage of the proposed method searches for
matching segments between the reference and test image based on
the following idea. When two segmented images of the the same
scene present the same segments, it is likely that no changes have
taken place. However, if different segments are present (e.g., a seg-
ment in the reference image correspond to two segments in the test
image), a change may have happened. Therefore, to detect changes,
we search for segments that should be spatially corresponding.

To detect changes, we first locate corresponding segments in
both images. For a given segment in the test image, we locate which
segment in the reference image corresponding to it by computing the
intersection over the union ratio (θ = 0.8%) of pixel coordinates in
both segments (this assumes that both images are fairly registered).
The pairs of segments presenting the highest ratios are set as cor-
responding segments. This is basically performing a spatial con-
strained match. Such match still need to be validated by the region
characteristics – the corresponding segments should present similar
features, otherwise a change happened. To do that, for each pair of
segments, the LBP feature descriptors are extracted and a similarity
measure is computed. Then, a segment in the test image is declared
as unchanged when the similarity measure presents a high value.

As the output of our method, we create a list containing one sim-
ilarity value associated with each segment in the test image, in which
segments associated with similarity values smaller than a threshold
are said to present changes. Finally, the ROC curves are obtained by
changing the threshold value.

4. EXPERIMENTAL RESULTS

To demonstrate the effectiveness and viability of the proposed ap-
proach, in this section we evaluate several of its aspects and compare
it to a well-known background subtraction approach [11].

Data sets. The first, referred to as controlled environment, is per-
formed to evaluate the our method in controlled conditions, such
as lack on illumination changes, in which background subtraction
techniques are usually applied. The second experiment, referred to
as uncontrolled environment, is employed to evaluate our method
in more challenging conditions, containing illumination changes e
small movements of the camera.
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To perform the controlled environment experiment we use the
Change Detection 2012 (OFFICE) dataset [24] and to perform the
uncontrolled environment experiment we use a self collected dataset
called UFMG Change Detection Dataset, which was captured from
a parking lot containing waving trees and the camera suffers small
movements. Samples of both datasets are shown in Figure 3.

It is important to note that for each group of experiments we
considered one image as reference and the remaining as test images.
Therefore, we want to detect changes according to the reference im-
age. To evaluate the results we use the area under the curve (AUC)
obtained from the Receiver Operating Characteristic (ROC) curve.
The ROC is computed based on the true positive rate and the false
positive rate, in which a test frame is considered a false positive (a
frame without changes compared to the reference image that was
classified as changed) when the amount of changes is larger than a
threshold (used to generate the ROC curve).

4.1. Experimental Setup

In this section we evaluate the parameters that will be used for the
super-pixel segmentation algorithm, choose the similarity measure
and the color space that the proposed method will consider.
Super-pixel parameters. In Section 3.1, we explain the motivation
to use super-pixels instead of pixels. The techniques employed on
the experiments are [22]. For the used implementation, two param-
eters have to be set: super-pixel or region size τ1 and regular size
τ2. Changing these parameters may affect the accuracy of the tech-
nique, which may produces worthless semantic regions. High values
of τ1 increases the computation time of the algorithm and high val-
ues of τ2 produces more regular regions. These values will be set
experimentally to τ1 = 50 and τ2 = 0.01.
Similarity measure. Three different measures were considered: Eu-
clidean distance, correlation normalized coefficient and cosine dis-
tance. According to the results obtained in the OFFICE dataset, the
cosine distance and the correlation coefficient achieved the highest
values, AUC = 0.9985 and 0.9982, respectively, and the Euclidean
distance achieved a AUC = 0.6959. As cosine and correlation are
very close and most applications use correlation to work with his-
tograms, we selected correlation as the measure similarity to be used.
Color space. We also used the OFFICE dataset to choose the color
space. We tested in four setups: RGB, grayscale and LAB and the
component H of the HSV, which obtained UAC = 0.9920, 0.7105,
0.9982 and 0.9935, respectively. We then, selected the LAB as the
color space to be used.
Hierarchical tree. The parameter λ, the cutting value for the den-
drogram, was set experimentally to 0.3 because it produces good vi-
sual segmentation. Therefore, all segments that are below this value
are merged during the region growing stage.

4.2. Comparisons

In this section, we compare the proposed approach to the background
subtraction technique proposed by Zivkovic [11] in the controlled
and uncontrolled environments.
Controlled environment. In this experiment we evaluate our ap-
proach in controlled conditions (OFFICE dataset) considering 200
frames (100 with changes and 100 without changes), the first as ref-
erence and the remaining as test.

To compare to the background subtraction proposed in [11], we
execute his method considering the reference image to build the
background model and the remaining for testing. We then use the

(a) (b)

(c) (d)

Fig. 3: Samples of the datasets. OFFICE dataset: (a) reference image
and (b) example of a test image. UFMG Change Detection Dataset:
(c) reference image and (d) example of a test image.

resulting foreground masks to decide whether an image should be
considered as false positive according to the number of pixels classi-
fied as foreground that actually should be set as background pixels.

The resulting AUC for both, our method and the background
subtraction technique were the same (AUC = 0.99). This results was
expected since no illumination changes happened and the camera
was static, condition favorable to background subtraction techniques
which model the background for each pixel.

Uncontrolled environment. To demonstrate the effectiveness of our
approach we also tested in a more realistic scenario (UFMG Change
Detection Dataset). The images were taken during a day on influ-
ences of lighting, shadows and waving trees. When we compare our
method to the background subtraction in this scenario, we obtain sig-
nificant differences in the results, while the method proposed in [11]
obtained AUC = 0.85, our approach achieved AUC = 0.95.

The different results can be explained by the influence of the il-
lumination variation, changes in the background, camera movement,
conditions that our approach handles well, differently from the back-
ground subtraction technique. Even though the image samples con-
tain the influence of others characteristics, such as shadow, and the
people passing, the performance of the approach did not degraded.
This may be explained by the fact that we used regions and LBP
features instead of single pixels to detect changes.

5. CONCLUSIONS

In this paper, we described a combination of existing techniques ap-
plied to the problem of change detection. The proposed approach
uses super-pixels and a region growing strategy instead of single
pixels. When compared to a background subtraction technique, the
proposed approach achieved the best results in uncontrolled envi-
ronment, demonstrating to be a promising technique to employed to
change detection when a reference image is given.
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