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ABSTRACT

We study how aggregating multiple images, on query or
database side, impacts the performance of visual object re-
trieval in a Bag-of-Words framework. To this end, we first
compare five different multi-image aggregation methods, and
suggest selecting the average pooling method in most cases
for its superior advantages in accuracy, speed, and memory
footprint. Then we prove with experiments that more images
generally yield better retrieval performance. What is more,
we illustrate that simply aggregating query images without
selection is far from optimal. Comprehensive experiments
were conducted on three large-scale object retrieval datasets,
and the new state-of the-art was achieved. This research can
be leveraged in some real applications such as mobile search,
where the retrieval performance will be improved once users
snap multiple query images.

Index Terms— Visual object retrieval, multi-image ag-
gregation, ranking aggregation

1. INTRODUCTION

We address how aggregating multiple images, on query or
database side, impacts the performance of object retrieval in
a Bag-of-Words (BoW) based framework. A related work
of how to efficiently aggregate multiple images was recently
proposed by Zhu and Satoh [1], in which average pooling was
utilized to aggregate BoW vectors of all contained images
in each query topic and database video. With this method
the best performance was achieved on the TrecVid Instance
Search 2011 (abbr. INS2011) challenge [2]. In this liter-
ature, we further extend this work by comparing the aver-
age pooling method with other four aggregation methods on
three large-scale datasets. Similar work was recently done
by Arandjelović and Zisserman [3]. They studied how issu-
ing multiple queries significantly improves recall and enables
to find quite challenging occurrences of the queried object.
Our work differs from theirs in following aspects. First, we
study the relationship between the retrieval performance and
the number of images contained in query topics or database
videos, and reveal that simply aggregating images without se-
lection is far from optimal, which have never been studied
before. Second, we propose and test new aggregation meth-
ods different from theirs, e.g., the maximum pooling method

O
x
fo

rd
 B

u
ilin

g
s

IN
S

2
0

1
1

IN
S

2
0
1

2

Fig. 1. Example query images and ROIs.

designed for retrieval. Third, our conclusion of which aggre-
gation method performs the best is different from theirs. We
prove our conclusions with comprehensive experiments on
three large-scale datasets: the Oxford105K, the INS2011 [2]
and the INS2012 [4] datasets. Fourth, we not only focus on
how to aggregate multiple query images, but also extend the
study of multi-image aggregation to database videos.

The rest of the paper is organized as follows. Section 2
introduces three benchmark datasets and the baseline system.
Section 3 describes five methods for aggregating multiple im-
ages. In Section 4 and 5 we analyze the problem of aggregat-
ing multiple images contained in queries and database videos,
respectively, and put forwards our views with experiments.
Section 5 concludes this paper.

2. DATASETS AND BASELINE

2.1. Benchmark Datasets

Three large-scale datasets: the Oxford105K, the INS2011 and
the INS2012, are used as benchmarks, with query samples
shown in Figure 1, where red shapes overlaid delimit the ROI.

2.1.1. Oxford105K dataset

The Oxford buildings dataset consists of 5062 high resolu-
tion images crawled from Flickr. To test large scale retrieval,
another 100k Flickr images are appended as distractor data
to form an Oxford105K dataset. For the Oxford dataset, typ-
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ically systems to be evaluated issue a single query at a time,
and then the mean Average Precision (mAP) over all 55 query
images will be computed [5, 6, 7]. In this research we choose
this dataset to test multi-query aggregation. The Oxford
dataset provides 5 query images for each 11 landmarks in the
Oxford area, and these 5 images share the same ground-truth.
As a result, we can group these images together and regard it
as a unique query topic corresponding to a specific landmark.
Therefore, we are able to test the aggregation of up to 5 query
images on these 11 query topics.

2.1.2. TrecVid instances search datasets

The description of the TrecVid instance search challenge [2,
4] is as follows. Given a set of database videos and a collec-
tion of query topics that delimit a person, object, or place,
for each query topic, up to the 1000 video clips most likely
to contain a recognizable instance of the query topic should
be returned. Each query topic consists of a set of query
images and associated labeled shapes delimiting the ROI.
There are 20,982/76,751 videos and 25/21 query topics in the
INS2011/INS2012 datasets, respectively.

2.2. Baseline System

A standard BoW retrieval framework [5, 7] is taken as the
baseline. We first detect affine-Hessian interest points [8] and
extract Root SIFT [7] from each image. Then a large visual
vocabulary made up of 1 million visual words will be trained
with an efficient approximate k-means algorithm (AKM) [5].
The hard assignment will then be applied and each image
will be encoded into a 1 million dimensional term frequency-
inverse document frequency (tf-idf) vector. Finally the simi-
larity scores of normalized tf-idf vectors of items on the query
and database sides will be computed for ranking.

Note we choose hard assignment instead of soft assign-
ment [6], as we find that the latter one actually reduces the
performance when multiple images are aggregated. To focus
on the analysis of the impact of multi-image aggregation and
avoid any possible uncertainties, we use a BoW baseline sys-
tem without reranking, such as spatial reranking [5, 7] and
query expansion [9]. Those reranking methods are certainly
complementary to our aggregation methods, as they aim at
improving the initial ranked accuracy.

3. AGGREGATION METHODS

We introduce five methods for aggregating multiple images
on the query and database sides.
(1) Average pooling (Avg-Pooling). It was first proposed by
Zhu and Satoh [1]. They mixed together all SIFT features ex-
tracted from multiple images in a query and database item,
therefore, each item will be represented by single BoW vec-
tor for later scoring. Their method can be regarded as average

pooling of BoW vectors of multiple images. It is efficient be-
cause the similarity score between each query and database
pair will be computed only once, no matter how many images
are contained in the query or database item. The effectiveness
is also verified on the TrecVid INS2011 dataset with superior
performance, while no further experiment was done to com-
pare it with other aggregation methods.
(2) Maximum pooling (Max-Pooling). Similar to (1) while
take the maximum pooling of BoW vectors of all contained
image. This method is inspired by the experience learned
from image classification [10], where the maximum pooling
generally outperforms the average pooling.
(3) Average of similarity score (Sim-Avg). Each contained
image will be involved in computing similarity score inde-
pendently, and the final ranked lists are aggregated by sorting
with the average of the scores obtained from each image.
(4) Maximum of similarity score (Sim-Max). Similar to
(3) while the ranked lists are aggregated by sorting with the
maximum of the scores obtained from each image.
(5) Maximum of Borda count (Borda-Max). Similar to (4)
while the ranked lists are aggregated by sorting with the maxi-
mum of the Borda count [11] obtained from each image. This
method is the same as sorting with the minimum of the ranks
obtained from each image.

Note our work differs from Arandjelović and Zisser-
man’s [3]. We aggregate not only query images but also
database images, and also methods themselves are different.

4. AGGREGATE QUERY IMAGES

Our experiments on aggregating multiple query images are
collected in Figure 2, which is explained as follows. Each
time a certain number (denoted as Qn) of images were sam-
pled from each query topic to form a subset, and the retrieval
results of all images in each subset will be aggregated. To
avoid any possible bias while sampling query images, we enu-
merated all possible subsets in each query topic. In Figure 2,
the numbers out of the parentheses shown in the x-axis labels
are Qn, and the numbers in the parentheses are the total num-
bers of subsets given Qn. The y-axis indicates the official
score: mAP on the Oxford105K and mean inferred average
precision (infAP) on the TrecVid datasets, where the mean
is taken over all queries, all in percent accuracy. We tested
five different sampling cases when Qn ∈ [1, 2, 3, 4, all], see
the x-axis in Figure 2, in which Qn = 1 (the leftmost bar
clusters) means querying with single image at a time. It cor-
responds to the standard query process on the Oxford105K
dataset, and Qn = all (the rightmost bar clusters) means to
aggregate all images in each query topic for search, which
actually meets the requirement of the TrecVid instance search
challenge. Given Qn and the aggregation method, the compu-
tation process for each bar in Figure 2 is as follows. First, the
average, the best and the worst accuracy are computed over
subsets of each query topic. Then we take the average over
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Fig. 2. Experiments on aggregating query images.

the average accuracy of each topic, and we get the bar and
corresponding score in the table. Likewise, averaging over
the best/worst accuracy we will obtain the error bars. For
comparison, the state-of-the-art performance when Qn = 1
and Qn = all are shown in blue and red dashed lines in Fig-
ure 2, respectively. As we can see, the new state-of-the-art
performance was achieved on both Oxford105K and INS2011
datasets.

On the TrecVid datasets, two things are worth mentioning:
(1) when Qn = 1, we can see that the infAP scores acquired
by different aggregation methods are different. That is be-
cause aggregation methods also take effect on the test video
(see the next section); (2) when the total number of images
in a query topic is smaller than Qn, we simply use all query
images.

4.1. Which aggregation method wins?

From Figure 2, we can see that Avg-Pooling ≈ Sim-Avg >
Max-Pooling > Sim-Max > Borda-Max on all three datasets

(a) Query 9034 on INS2011, Avg-Pooling 58.57 : Sim-Avg 18.17

(b) Query Balliol on Oxford buildings, Avg-Pooling 93.09 : Sim-Avg 88.23

(c) Query Hertford on Oxford buildings, Avg-Pooling 83.68 : Sim-Avg 95.64

(d) Query 9060 on INS2012 , Avg-Pooling 56.29: Sim-Avg 60.98

Fig. 3. Examples when the Avg-Pooling and the Sim-Avg
performs differently.

in terms of performance. The Avg-Pooling outperforms the
Sim-Avg on the TrecVid datasets, while the Sim-Avg shows
its slight advantage on the Oxford105K dataset. The Max-
Pooling is slightly inferior to the Avg-Pooling method. These
three methods are consistently and remarkably better than the
Sim-Max and the Borda-Max. The latter one is the worst in all
cases, which means fusing similarity score is more preferable
to fusing Borda count directly.

Figure 3 shows some typical examples when the Avg-
Pooling and the Sim-Avg perform differently. The Avg-
Pooling is usually better than the Sim-Avg when query im-
ages are visually similar to each other, for instance, in the
case when images captured from different angle of views or
in different distances, see Figure 3(a-b). On the contrary,
the Sim-Avg outperforms the Avg-Pooling when images are
more diverse, see Figure 3(c-d). In Figure 3(c), queries are in
different colors, e.g., the second one is black and white, and
the fourth one is purple. Figure 3(d) depicts a query of per-
son in different dresses and in different occasions. Therefore
we have following observations: the Avg-Pooling is able to
aggregate limited diversity of images and enriches the BoW
representation of query topics, while if the diversity is too
much, the aggregated representation will be distracted.

It is worth mentioning that our conclusions are inconsis-
tent with Arandjelović and Zisserman’s [3]. In their work they
compared aggregation methods after reranking. We argue that
reranking probably introduces additional uncertainties. They
claimed that the MQ-Max, which corresponds to the Sim-
Max in our case, is the best according to their subjective anal-
ysis, while in terms of the retrieval performance they acquired
on the Oxford105K dataset, the Joint-Avg (i.e., Avg-Pooling)
and MQ-Avg (i.e., Sim-Avg) are remarkably and consistently
better than the MQ-Max, which is actually consistent with our
experiments.
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4.2. Performance vs. number of images

In general, the retrieval performance keeps increasing with
Qn for all the aggregation methods. The only exception is the
Borda-Max method on the INS2012 (see Figure 2) . We sim-
ply ignore it since Borda-Max always performs the worst and
degrades dramatically while the dataset is getting harder. Fig-
ure 2 illustrates how simply increasing the number of query
images will improve performance remarkably. Let’s take the
Avg-Pooling as example. Comparing Qn = 1 and Qn =
all, we can see that the performance is improved by 28%,
86% and 123% on the Oxford105K, INS2011 and INS2012
dataset, respectively. The improvement becomes even more
significant while the database is getting harder, e.g., on the
INS2012, the infAP score is more than doubled. It is quite
impressive since the improvement is acquired without any
change on the algorithm. This specially inspires us to circum-
vent the technical bottleneck of current retrieval algorithms
with the following feasible way: simply letting users input
multiple query images so as to improve the retrieval perfor-
mance. This idea is believed to have bright prospects in some
applications, for instance, in the case of mobile search, snap-
ping multiple images for search might be accepted by users.

4.3. Selective aggregation—future direction

Although simply increasing the quantity of query images will
generally improves the retrieval performance, it does not im-
ply that all query images are equally important for retrieval.
We observe a big gap between the best and worst cases re-
flected by the error bars in Figure 2. What’s more, the best
performance acquired by optimally aggregating fewer query
images is even better than simply aggregating all images
without selection. The gap is rather notable on the INS2012
dataset. This illustrates that our current aggregation methods
without selection are actually not optimal. Therefore, to in-
vestigate a selective aggregation method could be worthy of
further research.

5. AGGREGATE DATABASE IMAGES

Multiple images for database items could be available in some
cases. A typical example is to search videos as in the TrecVid
instance search challenge. The standard way of video re-
trieval is first to sample frames from videos, e.g., to detect
key frames, or to sample frames at certain rate as what we
did in our experiments, and then follow the standard image
search framework. In Figure 4, we compared different ag-
gregation methods for searching videos at different sampling
rates on the two TrecVid datasets, where all query images in
each topic were aggregated. From Figure 4, the following
conclusions can be drawn:
(1) Similar to the query side, we get the conclusion that
Avg-Pooling ≈ Sim-Avg > Max-Pooling > Sim-Max >
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Fig. 4. Performance against aggregation methods at different
frame sampling rates.

Borda-Max. In particular, compared with other three meth-
ods, the pooling methods regard each video, rather than each
frame, as a searching unit, therefore, it has considerable ad-
vantage in efficiency. For instance, given N database items
with each containing M images, both the time complexity
and the memory footprint of the pooling methods are only
linear to N , while the other three methods are linear to M ∗N .
Provided that both query and database items contain multi-
ple images, the pooling methods will be more efficient than
the others by several orders of magnitude in both speed and
memory. For instance, on the TrecVid datasets, we sampled
3 frames/second and got 100 frames per video on average, in
such case the pooling methods are around 100 times faster
than others given a query, and the memory footprint is nearly
one percent. Therefore, we recommend that in most cases
the Avg-Pooling should be used for aggregating multiple
images, unless query images look very diverse, as shown in
Figure 3(c-d), in such case the Sim-Avg should be used in-
stead. (2) In general, higher frame sampling rate yields better
results. If we take the Avg-Pooling as an example, comparing
with lowest sampling rate, aggregating more frames at the
highest sampling rate will improve the performance by 28%
and 26% on the INS2011 and INS2012 datasets, respectively.

6. CONCLUSIONS AND FUTURE WORK

We have investigated how multi-image aggregation would
greatly improve the retrieval performance. To this end, we
compared five aggregation methods and suggested selecting
the Avg-Pooling method in most cases for its good perfor-
mance and superior advantages in both time complexity and
memory footprint. Our further study revealed that a selective
aggregation method could be worthy of further research. The
new state-of-the-art performance was acquired in our exper-
iments. This research also sheds light on how to effortlessly
improve the retrieval performance by asking users input mul-
tiple queries, which is believed to be feasible in some real
applications such as mobile search.
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