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ABSTRACT

We propose strategies for a state-of-the-art Vietnamese keyword
search (KWS) system developed at the Institute for Infocomm Re-
search (I2R). The KWS system exploits acoustic features charac-
terizing creaky voice quality peculiar to lexical tones in Vietnamese,
a minimal-resource transliteration framework to alleviate out-of-
vocabulary issues from foreign loan words, and a proposed system
combination scheme FusionX. We show that the proposed creaky
voice quality features complement pitch-related features, reaching
fusion gains of 17.7% relative (6.9% absolute). To the best of our
knowledge, the proposed transliteration framework is the first re-
ported rule-based system for Vietnamese; it outperforms statistical-
approach baselines up to 14.93 - 36.73% relative on foreign loan
word search tasks. Using FusionX to combine 3 sub-systems, the
actual term-weighted value (ATWV) reaches 0.4742, exceeding the
ATWV=0.3 benchmark for IARPA Babel participants in the NIST
OpenKWS13 Evaluation.

Index Terms— spoken term detection, audio indexing, large
vocabulary continuous speech recognition (LVCSR), glottalization,
deep neural networks (DNN), low-resourced languages

1. INTRODUCTION

With the large emphasis on big data and the grown amount of audio
data collections, keyword search and retrieval is becoming increas-
ingly important for military, intelligence and civilian applications.
Keyword search is a detection task where the goal is to find all oc-
currences of an orthographic term (e.g., word or phrase) from audio
recordings. In contrast to previous work on keyword spotting where
customized detectors are built for pre-specified query terms (e.g.,
[1, 2]), pre-indexed keyword search systems are designed without
knowledge of the query terms. These types of keyword search sys-
tems are more flexible in handling the increase in the number of key-
words and the absence of keywords in the training data. Automatic
speech recognition (ASR) is often an essential component for such
pre-indexed keyword search systems.

ASR paradigms for keyword search have worked well on
resource-rich languages like English, as have been shown in the
NIST 2006 Spoken Term Detection Evaluation [3]. However, such
transcribe-and-search approaches pose particular challenges to
under-resourced languages such as Vietnamese, as ASR typically
rely on copious amounts of transcribed speech to achieve high per-
formance. To tackle these challenges, the IARPA Babel program
aims to foster research “to rapidly develop speech recognition ca-
pability for keyword search in a previously unstudied language,
working with speech recorded in a variety of conditions with limited
amounts of transcription.” 1 The Open Keyword Search Evalu-
ation was held in April 2013 (OpenKWS13) to the public using

1IARPA broad agency announcement IARPA-BAA-11-02, 2011.

Index	  &	  	  
Search	  

La.ces	  

Keyword	  list	  

Keyword	  
detec7ons	  

Feature	  	  
Extrac+on	  

PLP	  

F0	  

FFV	  

Creaky	  
Voice	  
Quality	  	  

DNN	  
Acous+c	  
Model	  

Lexicon	  

Minimal-‐resource	  
Vietnamese	  translitera7on	  

framework	  	  

Language	  
Model	  

1st	  	  layer	  

7th	  	  layer	  

2nd	  	  layer	  

…
…
	  

Syllable-‐
based	  

bigram	  

Good	  Turing	  
Smoothing	  

FusionX	  	  Tone	  tags	  

4	  dialects:	  
north,	  
north-‐
central,	  	  
central,	  
southern	  

Tonal	  feature	  set	  

VAD	  

Voicing	  
detec7on	  

Comb	  
filter	  

Alterna7ve	  sub-‐system	  Unsegmented	  audio	  waveform	  

Keyword	  
detec7ons	  

Keyword	  
detec7ons	  

Fig. 1. Proposed keyword search system for conversational Viet-
namese: orange blocks developed in-house (voice activity detection
(VAD), tonal feature set, transliteration, FusionX); purple blocks
were distributed to OpenKWS13 participants from NIST (lexicon,
keyword list); blue blocks are from open-source (e.g., Kaldi [4]).

the surprise language of Vietnamese2. The keyword search system
described in this work is based on our submission to OpenKWS13
with certain alterations, refinements, and elaborations.

2. RELATION TO PRIOR WORK

Fig. 1 is an overview of the proposed KWS system. In our
transcribe-and-search paradigm, a hybrid DNN-HMM based ASR
system is first built using the Kaldi toolkit [6]; rule-based translit-
eration is used to introduce foreign out-of-vocabulary terms into
the lexicon for decoding. Search takes place over the lattices gen-
erated by the ASR system. Our system differs from prior work in
Vietnamese KWS in the following ways:

(1) Creaky voice quality features: To model lexical tones in Viet-
namese, in addition to conventional tonal features such as pitch, we
exploit features for creaky voice quality, which characterizes the bro-
ken tone peculiar to the northern Vietnamese dialect. Creaky voice
quality features have been used to identify English allophones [5].
The glottalization phoneme (a short period of creaky voice) in Taga-
log has been modeled by exploring different hidden Markov model
topologies and using pitch/voicing features [6]. In Vietnamese ASR
[7], only traditional pitch features have been used to model tones.

2Overview of the NIST Open Keyword Search 2013 Evaluation Work-
shop: http://www.signalprocessingsociety.org/technical-committees/list/sl-
tc/spl-nl/2013-08/
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To the best of our knowledge, no work to date has exploited creaky
voice quality features in combination with pitch-related features.

(2) Minimal-resource transliteration framework: To alleviate
the effect on out-of-vocabulary (OOV) keywords originating from
non-Vietnamese (e.g., facebook, android), we propose a rule-based
transliteration system. While OOVs have been studied a lot in KWS
[8, 9], most work have not focused on OOVs of foreign origin.
Statistical methods for handling OOVs (e.g., [10], [11], [12]) often
suffer from performance drop when training data is limited, which
is especially true for foreign-origin OOVs for low-resourced lan-
guages. To the best of our knowledge, while there has been limited
work adopting standard statistical transliteration models for Viet-
namese [13], to date no rule-based transliteration system has been
proposed for Vietnamese elsewhere.

(3) System combination scheme FusionX: Many KWS systems
employ system combination techniques to exploit diverse and com-
plementary subsystems to improve performance (e.g., [14], [15]).
Our proposed FusionX approach is in spirit similar to CombMNZ
[16] used in [17]. The main difference is that our proposed approach
does not need score normalization before combination.

3. HIGHLIGHTS OF PROPOSED KWS SYSTEM

In Fig. 1, speech is first segmented with a voice activity detector,
and then features are extracted to train a SGMM-MMI [18] acous-
tic model. The target classes for training the DNN are obtained
from forced-alignments of the training data using the SGMM-MMI
model. Lexical entries contain tonal tags of four dialects (i.e.,
Northern, North-Central, Central, and Southern). A bigram lan-
guage model is estimated from the transcriptions of the acoustic
training data. A weighted finite state transducer based decoder is
used to generate indexible lattices from the test data. The lattices
are indexed and searched for specified keywords. Three subsystems
were built and the keyword search results from each system is com-
bined with FusionX to output a final result. We further describe our
in-house components in the sections following.

3.1. Voice activity detection

A comb filter was used to detect peaks of voicing regions, which
were then smoothed to fill in the gaps to determine the voice activity
regions [19] of the evaluation dataset.

3.2. Tonal feature set

We used perceptual linear prediction (PLP) features [20] in our
baseline system for the acoustic model of 67 phones. Since there
are 6 distinct lexical tones in Vietnamese, 6 tone tags were used
as questions during decision tree clustering. To better characterize
these tones, we propose the following tonal feature set.

(1) Fundamental Frequency Estimate F0

The fundamental frequency F0 was estimated using a standard algo-
rithm implemented using the ETSI standard3, based on computing
the magnitude of short time Fourier transform and interpolating
the first spectral peak for voiced frames. Unvoiced frames were
given a default value close to zero, and further post processing by
a moving average filter smoothening the interpolated pitch values.
This gives us a frame-by-frame estimate for F0, yielding a single

3ETSI Standard: ETSI ES 202 212 V1.1.2, 2005.

scalar representation of pitch in each frame for unvoiced frames [21].

(2) Fundamental Frequency Variation (FFV) features
In contrast to standard scalar-valued representations of pitch, funda-
mental frequency variation (FFV) [22] [23] is a vector representa-
tion of delta pitch. It applies two asymmetric windows on the same
frame, one window emphasizes earlier samples and the other em-
phasizes later samples, and effectively compares their spectra with
different assumptions for the rate of pitch variation to characterize
delta pitch: the different assumptions for delta pitch contribute to
each element in the FFV spectrum.

The spectrum is further reduced by applying a 7-output fil-
terbank with trapezoidal filters centered around different rates of
frequency variation: one for perceptually flat pitch, two for slowly
varying pitch, two for rapidly changing pitch. Finally, two rectan-
gular filters at the extremities are used to handle unvoiced frames,
which tend to have flat rather than decaying tails in the FFV spec-
trum. Thus, unlike F0 which does not define features for unvoiced
regions, the FFV can characterize such regions as well, giving a
7-dimension vector for each speech frame.

(3) Creaky Voice Quality (CVQ) features
The broken tone (specified with the tilde diacritic in Vietnamese text,
as in “ã”) in the northern Vietnamese dialect possesses creaky voice
quality [24]. Creaky voice is caused by strong glottal constriction
and is referred to as strangled voice (voix étranglée) in early French
studies of the Vietnamese tone system [25]. This creakiness charac-
teristic (sometimes referred to as glottalization) is peculiar to Viet-
namese lexical tone productions.

Features such as pitch and FFV might not fully capture the
acoustic characteristics of these creaky tonal productions. To this
end, we adopt two features: (1) the amplitude difference of the
1st and 2nd harmonics of the inverse-filtered voice signal (H1∗-
H2∗), which is the acoustic correlate of the open quotient of the
glottis [26], and (2) the mean autocorrelation ratio [5], predicts the
periodicity of glottal pulses.

H1∗-H2∗ has traditionally been viewed as one of the most im-
portant features in characterizing creaky voice. It is a spectral mea-
sure, which is potentially more prone to corruption of the telephone
channel. On the other hand, the mean autocorrelation ratio (of the
speech signal over a window containing at least 4 glottal pulses) is a
temporal measure and less prone to the telephone channel [5]. In this
work, CVQ features were extracted the same way as in [5], where re-
gions with undefined values were padded with zero4.

3.3. Minimal-resource transliteration system

3.3.1. Proposed framework

We developed a transliteration framework based on the training set
to handle OOV terms of foreign origin. This algorithm is further
refined with linguistic analysis in [27].

1. Text-to-phoneme conversion: We assume that the foreign
loan word is in English and thus transliterate it to an English
phonetic representation. This assumption is motivated by the
fact that a large portion of loan words are from English, and
that Vietnamese human transliterators often assume the for-
eign text follows English orthography and phonology because
they are most familiar with English as their 2nd language.

4We thank Tae-Jin Yoon and Mark Hasegawa-Johnson for sharing their
feature extraction script with us.
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2. Syllable splitting

(a) Identify vowel nuclei: The anchor points of each syl-
lable are specified using vowels. If there are two con-
secutive vowels, the syllable boundary is set in between
the vowels. Otherwise, the default is to structure sylla-
ble initials with consonants.

(b) Locate syllable-initial consonants: All possible
syllable-initial consonants are located to maximize
the number of syllables with initial consonants (since
90.09% of native Vietnamese syllables start with a
consonant in the training set).

(c) Locate syllable-final consonants: Syllable-final con-
sonants are located to complete the syllable if needed.

3. Foreign phoneme to Vietnamese phoneme mapping: The
mappings were determined by the Language Specific Pecu-
liarities Document of OpenKWS13 and [27].

4. Tone specification If the syllable ends with stop consonants
/p, t, k/, Tone 2 (rising tone, specified with the acute diacritic
in Vietnamese text, such as “á”) is assigned, else Tone 1 (level
tone, where no diacritic is marked as in “a”) is assigned [27].

3.3.2. Comparison with statistical-approach baselines

Statistical transliteration approaches typically require more training
data to perform well. In the context of limited linguistic resources,
we empirically show that our rule-based transliteration system per-
forms better than classic statistical systems.

Foreign words in the training lexicon were extracted and split
into the training and developmental set, while foreign words in the
developmental data were designated as the test set.

Table 1 shows that the proposed system M3 consistently outper-
forms the baselines: it improves system M1 by 14.73% relative in
token error rate (TER) and by 15.44% relative in string error rate
(SER: any token error is a string error); it improves system M2 by
9.84% relative in TER and by 4.56% relative in SER.

Table 1. Transliteration performance comparison: Improved
transliteration performance from rule-based approach. TER: token
error rate; SER: string error rate.

System Model TER (%) SER (%)
M1 IBM noisy channel model [12] 25.8 69.3
M2 Joint source channel model [10] 24.4 61.4
M3 Proposed model 22.0 58.6

3.4. System combination: FusionX

FusionX shares a similar spirit to methods such as CombMNZ [16].
FusionX is performed iteratively, combining two systems at a time.
Given a main system and an auxiliary system, the fused system is an
enhanced version of the main system.

For keyword kw, let Tmain and Smain be the begin time-point
and score of detectionDmain from the main system. Similarly, Taux

and Saux are the begin time-point and score of detectionDaux from
the auxiliary system. Daux ∈ Yes, where Saux > θd are integrated
into the main system via two modes:

1. Merging: |Tmain − Taux| ≤ Tgap

(a) Time boundaries of the merged decision are averaged
across the two systems, replacing those of Dmain.

(b) If decisions Dmain and Daux are both Y es, the scores
of the merged decision are averaged across the two sys-
tems, replacing those of Dmain.

(c) If decision Dmain is No but decision Daux is Yes,
Sauxis included in the main system.

2. Insertion: |Tmain − Taux| > Tgap

Time boundaries ofDaux and Saux are inserted into the main
system.

After iterating through every keyword, the final updated main system
is the fused system. The values of the threshold θd and the time gap
Tgap are tuned on the developmental set. Default settings: Tgap =
0.6, θd = 0.75− 0.9.

4. EXPERIMENTS

4.1. OpenKWS13 Corpus

The training set includes 80 hours of conversational telephone
speech with word transcriptions and 20 hours of scripted telephone
speech. The developmental set is 10 hours; the evaluation set is 75
hours with no transcriptions nor timing information. The corpus
covers various acoustic modeling challenges such as spontaneous
speaking styles (e.g., hesitations), dialect diversity (i.e., Northern,
Northern-central, Central, Southern), channel mismatch.

4.2. Automatic speech recognition (ASR) experiment

4.2.1. Implementation details

Acoustic model: The baseline system S1 has 13-dimensions of PLP
features, where 9 frames were concatenated together to apply LDA,
MLLT, and fMLLR transforms, resulting in 40-dimensions. System
S2 and S3 are similarly set up, differing only in the raw feature set
and the LDA dimension. The DNN system has 7 hidden layers with
2048 nodes each, with almost similar number of senones. This infor-
mation is summarized in Table 2. The training procedure is divided
into three steps: (1) 10 iterations of pre-training; (2) training with
cross entropy criterion; (3) scalable minimum Bays risk criterion
based sequence training [28].

Language model: We used SRILM [29] to train a syllable-based
bigram LM with Good Turing smoothing after exploring different
configurations (e.g., 2-4gram; (multi-)syllable units).

4.2.2. Results: tonal features reduce word error rate
Results are shown in Table 2 in word error rate (WER). The best sys-
tem is S2, reaching WER=52%. Adding tonal features to PLP helps
improve ASR performance: S2 (F0 and FFV features) improves the
baseline S1 (PLP features) by 6.47% relative (3.6% absolute); S3
(F0, FFV, and CVQ features) improves the baseline S1 (PLP fea-
tures) by 5.94% relative (3.3% absolute). Though S3 improves S1
slightly less than S2, the combination of S2 and S3 reaches fusion
gains of 7.54% relative (see Section 4.3.3), implying that CVQ fea-
tures complement pitch-related features for KWS tasks.

4.3. Keyword search (KWS) experiment
4.3.1. Implementation details

ASR Lattice indexing and search: We used exact inverted indexes
for lattices with timing information [30] to maintain search com-
plexity to be linear to query length. Deterministic weighted finite
state transducer were used to store soft-hits, containing the utterance
id, start/end time, and posterior score.
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Table 2. ASR acoustic model setup and individual system performance comparison. PLP: perceptual linear prediction; FFV: fundamental
frequency variation; CVQ: creaky voice quality. Numbers in subscripts in column 2 specify the dimensions for each individual feature.

System Features Feature dimension LDA Dimension No. of Senones WER(%) ATWV MTWV
S1 PLP13 13 40 8,584 55.6 0.3892 0.3929
S2 PLP13 + F01 + FFV7 21 63 8,642 52.0 0.4070 0.4148
S3 PLP13 + F01 + FFV7 + CV Q2 23 69 8,605 52.3 0.4051 0.4098

Score normalization: We adapt keyword-specific threshold normal-
ization in [31] so the common threshold after normalization is 0.5.

Evaluation metric: Term-weighted value (TWV), which is 1 minus
the weighted sum of the term-weighted probability of miss detection
Pmiss(θ) and the term-weighted probability of false alarm PFA(θ):

TWV (θ) = 1− [Pmiss(θ) + βPFA(θ)], (1)

where θ is the decision threshold of the system. Actual term-
weighted value (ATWV) is the TWV of the chosen decision thresh-
old of the proposed system, whereas the maximum term-weighted
value (MTWV) is the best TWV found over all θ. While we report
both measures, we only discuss and compare ATWV.

4.3.2. Foreign loan word keyword search task

We compiled a list of 140 keywords from the developmental set to
specifically evaluate how well the proposed transliteration frame-
work characterizes pronunciations adopted from foreign languages.
The data partition is the same as in Section 3.3.2. System S2 was run
using lexicons derived from four different transliteration models. As
shown in Table 3, condition T1, T2, and T3 differ in where the pro-
nunciations of the foreign keywords are derived from. Condition T3
(proposed model) outperforms condition T1 and T2 by 36.76% rel-
ative (2.11% absolute) and 14.93 % (1.02% absolute), respectively.
Since the proposed transliteration model achieves the best perfor-
mance, we adopt it in our KWS system.

Table 3. System S2 adopting various transliteration models.
Condition Transliteration model ATWV MTWV

T1 IBM noisy channel model 0.0574 0.0710
T2 Joint source channel model 0.0683 0.0766
T3 Proposed model 0.0785 0.0927

4.3.3. OpenKWS13 evaluation keyword search task

The OpenKWS13 evaluation keyword list contains 4,065 queries.
Empirical results are shown in Table 2 and Table 4, where all ATWV
results exceed the IARPA benchmarkATWV = 0.3. We also com-
pare our system performance with the Babel teams in Table 5, where
the WER of our system was obtained using segmental minimum
Bayes risk decoding for lattice combination [32]. Below we sum-
marize the trends of our results:

(1) Tonal features complement PLP features.
When comparing single system performance, we see that systems
with tonal features (S2 and S3) outperform the baseline S1 system:
S2 outperforms S1 by 4.6% relative (1.8% absolute); S3 outperforms
S1 by 4.1% relative (1.6% absolute). When comparing system S1
with the fusion of S1+S2+S3, we see a relative gain of 21.83%
(8.5% absolute). These results empirically validate the importance

Table 4. KWS system combination results using FusionX.
System ATWV MTWV
S1+S2 0.4447 0.4448
S2+S3 0.4377 0.4398
S1+S3 0.4581 0.4585

S1+S2+S3 0.4742 0.4746

Table 5. Comparing proposed system performance (SINGA team)
with Babel teams. All results are up to date.

Team name (lead institution) WER ATWV
BABELON (BBN) 45.0 0.625

Babel LORELEI (IBM) 52.1 0.545
RADICAL (CMU) 51.0 0.452

SWORDFISH (ICSI) 55.9 0.461
SINGA (I2R) 50.0 0.474

of tonal features in Vietnamese keyword search.

(2) Creaky voice quality features complement PLP features.
S1+S2 outperforms S1 by 14.3% relative (5.6% absolute); S1+S3
outperforms S1 by 17.7% relative (6.9% absolute). Though S3 does
not perform better than S2 as a single system, the fusion gains S3
brings to S1 are consistently larger than what S2 brings to S1. These
empirical results show that creaky voice quality features are helpful
in Vietnamese keyword search.

(3) Creaky voice quality features complement F0 and FFV.
We see that although S2 and S3 perform similarly as single systems
in Table 2, fusion gain reaches 7.54% relative (3.07 % absolute),
when they are combined (S2+S3 in Table 4). This gain implies that
creaky voice quality features model tonal attributes that differ from
absolute pitch estimates and pitch variation estimates.

(4) Fusing all 3 sub-systems achieves best performance.
The best fused system (S1+S2+S3) outperforms the best single sys-
tem S2 by 16.51% relative (6.72% absolute), and the baseline system
S1 by 21.83% (8.5% absolute).

5. DISCUSSION
We presented strategies for a state-of-the-art Vietnamese keyword
search (KWS) system. Highlights of the KWS system include:
(1) acoustic features characterizing creaky voice quality peculiar
to lexical tones in Vietnamese, (2) a minimal-resource transliter-
ation framework, and (3) a proposed system combination scheme
FusionX. The ATWV of the proposed system reaches at least 0.47,
exceeding the ATWV=0.3 benchmark for IARPA Babel participants
in the NIST OpenKWS13 Evaluation.

Our proposed KWS system was built on open-source tools (e.g.,
Kaldi [4]) augmented with enhancements developed in-house.Thus
researchers new to KWS can readily set-up competitive baseline sys-
tems by adopting our work. For future work, we plan to apply and
adapt the proposed strategies to other under-resourced languages.
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