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ABSTRACT

Conventional PLDA scoring in i-vector speaker verification involves
the i-vectors of target speakers and claimants only. We have pre-
viously demonstrated that better performance can be achieved by
incorporating the information of background speakers in the scoring
process via speaker-dependent SVMs. This is achieved by defining
a PLDA score space with dimension equal to the number of training
i-vectors for each target speaker. The new protocol in NIST 2012
SRE permits systems to use the information of other target-speakers
(called known non-targets) in each verification trial. In this paper,
we exploit this new protocol to enhance the performance of PLDA-
SVM scoring by using the score vectors of both known and unknown
non-targets as the impostor class data to train the speaker-dependent
SVMs. Because some target speakers have one enrollment utter-
ance only, which results in severe imbalance in the speaker- and
impostor-class data for SVM training. This paper shows that if the
enrollment utterance is sufficiently long, a number of target-speaker
i-vectors can be generated by an utterance partitioning and resam-
pling technique, resulting in much better scoring SVMs. Results on
NIST 2012 SRE demonstrate the advantages of pooling the known
and unknown non-targets for training the SVMs and that the resam-
pling techniques can help the SVM training algorithm to find better
decision boundaries for those speakers with only a small number of
enrollment utterances.

Index Terms— I-vectors; probabilistic linear discriminant anal-
ysis; empirical kernel maps; likelihood ratio kernels; NIST 2012
SRE.

1. INTRODUCTION

1.1. Motivation of Work

Current state-of-the-art speaker verification systems use i-vectors [1]
as features and probabilistic linear discriminant analysis (PLDA)
[2–4] as back-end classifiers. In the i-vector approach, the speaker
and channel characteristics of an utterance are represented by the la-
tent variables (factors) of a factor analyser [5,6] whose factor loading
matrix – referred to as the total variability matrix – defines the sub-
space on which all i-vectors live. PLDA is then used for suppressing
session variability in the i-vectors. In these systems, given a test i-
vector and a target-speaker i-vector, the verification decision is based
on the likelihood ratio (LR) score derived from two hypotheses: (1)
the test i-vector and the target-speaker i-vector are from the same
speaker and (2) these two i-vectors are from two different speakers.
Because the computation of the likelihood ratio does not involve
other i-vectors, this scoring method implicitly uses background in-
formation through the universal background model (UBM) [7] and

the total variability matrix. This LR scoring method is computation-
ally efficient, However, the implicit use of background information
is a drawback of this method.

To address the limitation of PLDA scoring, we have recently
proposed an empirical kernel SVM that takes the background
speaker information explicitly during the scoring process [8]. This
method captures the discrimination between a target-speaker and
background-speakers in the SVM weights as well as in the score
vectors that live in an empirical score space. Specifically, for each
target speaker, an empirical score space with dimension equal to
the number of training i-vectors for this target speaker is defined by
using the idea of empirical kernel maps [9–11]. Given an i-vector,
a score vector living in this space is formed by computing the LR
scores of this i-vector with respect to each of the training i-vectors.
A speaker-dependent support vector machine (SVM) – referred to
as empirical LR SVM – can then be trained using the training score
vectors. During verification, given a test i-vector and the target-
speaker under test, the LR scores are mapped to a score vector,
which is then fed to the target-speaker’s SVM to obtain the final test
score.

Compared to previous speaker recognition evaluations (SRE),
NIST 2012 SRE [12] presents some new challenges to the research
community, e.g., noise contaminated test segments and the severe
variation in the length and number of enrolment utterances for target
speakers. On the other hand, the evaluation also introduces some
new protocols that open up opportunity for researchers to enhance
system performance. In particular, the evaluation now allows sys-
tems to use the information of other target speakers for each veri-
fication trials. The permission to use other target speakers leads to
the compound likelihood ratio [13–15] and anti-models [16], which
improves verification performance substantially.

Unlike the compound likelihood ratio, this paper exploits the
information of the known non-targets from another perspective.
Specifically, instead of injecting the likelihood-ratio scores of known
non-targets into the posterior probability computation as in [13, 15],
this paper uses the PLDA scores arising from any i-vectors with
respect to the target-speaker’s i-vectors and a group of background
speakers’ i-vectors to define a speaker-dependent empirical score
space. Then, for each target speaker, an SVM is trained by pool-
ing the score vectors produced by all of the known and unknown
non-targets.

SVM is one of the back-end classifiers adopted in the original i-
vector approach [1]. However, SVM scoring is not very common in
other i-vector systems, primary because of its inferior performance
when compared with cosine distance scoring [1] and PLDA scor-
ing [2]. The poorer performance of SVM scoring, however, is mainly
due to the severe imbalance between the number of target-speaker
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i-vectors and the number of background speaker i-vectors. Before
NIST 2012 SRE, there is only one i-vector per target speaker, be-
cause there is only one enrollment session per target speaker. Al-
though NIST 2012 SRE also provides multiple speech files for many
target speakers, there are also target speakers who have one or a
few enrollment sessions only. This difficulty, however, can be over-
come by a technique called utterance partitioning with acoustic vec-
tor resampling (UP-AVR) [17, 18]. This technique has successfully
boosted the performance of GMM-SVM [19–21] and i-vector based
systems [22]. It has been demonstrated in [8, 22] that increasing the
number of target-speaker i-vectors can help the SVM training algo-
rithm to find better decision boundaries, thus making SVM scoring
outperforms cosine-distance scoring and PLDA scoring.

1.2. Related Works

There has been previous work that uses known non-targets for SVM
scoring in speaker verification. For example, [16] compares SVM
scoring that uses unknown non-targets with SVM scoring that uses
both unknown and known non-targets and shows the advantages of
including the information of known non-targets for training SVMs.
However, the way of using the known non-targets proposed in this
paper is different from [16] in that the SVMs in this paper works
on the empirical PLDA-LR score space, whereas the SVMs in [16]
works on the GMM-supervector space.

2. EMPIRICAL LR KERNELS FOR SVMS

2.1. PLDA Likelihood-Ratio Scoring

Given a length-normalized [3] test i-vector xt and target-speaker’s i-
vector xs, the likelihood ratio score can be computed as follows [3]:

SLR(xt,xs) =
P (xt,xs|same speaker)

P (xt,xs|different speakers)

=
N

([
xT
t xT

s

]T ∣∣ [µT µT]T
, ṼṼT + Σ̃

)
N

([
xT
t xT

s

]T ∣∣ [µT µT]T , diag{VVT +Σ,VVT +Σ}
)

(1)

where V is a factor loading matrix, µ is the global mean of the
i-vectors for training the PLDA model, Σ is full covariance matrix,
Ṽ =

[
VT VT]T

and Σ̃ = diag {Σ,Σ}. Details of PLDA scoring
can be found in [2, 3, 8]. Using Eq. 1 and the standard formula for
the inverse of block matrices [23], the log-likelihood ratio score is
given by

SLR(xt,xs) = const + xT
sQxs + xT

tQxt + 2xT
sPxt, (2)

where

P = Λ−1Γ(Λ− ΓΛ−1Γ)−1; Λ = VVT +Σ

Q = Λ−1 − (Λ− ΓΛ−1Γ)−1; Γ = VVT.
(3)

2.2. Empirical Kernels and Empirical Kernel Maps

Eq. 2 and Eq. 3 suggest that PLDA LR scoring uses the information
of background speakers implicitly. To make better use of the back-
ground information, we derived a speaker-dependent discriminative
model for scoring called empirical LR SVM in [8].

Assuming that target-speaker s has Hs enrollment utterances,
then Hs i-vectors will be obtained. In case the speaker provides one

or a very small number of enrollment utterances only, we can apply
an utterance partitioning technique [22] to produce multiple i-vectors
from his/her enrollment utterance. Denote these i-vectors as:

Xs = {xs,1, . . . ,xs,Hs} . (4)

Let’s denote the set of background-speaker i-vectors as:1

Xb = {xb,1, . . . ,xb,B} . (5)

Then, the SVM score of a test i-vector xt is

SSVM(xt,Xs,Xb) =
∑

j∈SVs

αs,jK(xt,xs,j) −

∑
j∈SVb

αs,jK(xt,xb,j) + ds
(6)

where SVs and SVb contain the indexes of the support vectors cor-
responding to the speaker class and impostor class, respectively, and
ds is a speaker-dependent bias.

Here, we consider two possible kernels for K(·, ·), based on the
idea of empirical kernel map [9–11].

Empirical LR Kernel I: Given a test i-vector xt,

K(xt,xs,j) = K
(−→
S LR(xt,Xs),

−→
S LR(xs,j ,Xs)

)
(7)

where

−→
S LR(xt,Xs) =


SLR(xt,xs,1)
SLR(xt,xs,2)

...
SLR(xt,xs,Hs)

 (8)

is an empirical kernel map, SLR(xt,xs,i) is a PLDA score and
K(·, ·) is a standard SVM kernel, e.g., linear or RBF. Only RBF was
adopted in this work.

−→
S LR(xs,j ,Xs) can be obtained by replacing

xt in Eq. 8 with xs,j . Similar formulations apply to K(xt,xb,j)
in Eq. 6. Note that the empirical feature space is defined by target-
speaker’s i-vectors through the PLDA model. Because Hs is typi-
cally small, the dimension of

−→
S LR(xt,Xs) is low. Therefore, it is

possible to use a non-linear kernel for K(·, ·).

Empirical LR Kernel II: Denote X = {Xs,Xb} as the training
set for target-speaker s. Then,

K(xt,xs,j) = K
(−→
S LR(xt,X ),

−→
S LR(xs,j ,X )

)
(9)

where

−→
S LR(xt,X ) =



SLR(xt,xs,1)
...

SLR(xt,xs,Hs)
SLR(xt,xb,1)

...
SLR(xt,xb,B′)


(10)

where B′ (≤ B) is the number of background i-vectors selected
from the background speaker set Xb. Unlike Eq. 8, the score vec-
tor in Eq. 10 also contains the LR scores of xt with respect to the
background i-vectors. As a result, discriminative information be-

1It is not necessary to apply partitioning to the utterances of background
speakers because background i-vectors are abundant.
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tween same-speaker pairs {xt,xs,j}Hs
j=1 and different-speaker pairs

{xt,xb,j}B
′

j=1 is embedded in the score vector. Note that the vec-
tor size in Eq. 10 is independent of the number of target-speakers.
Therefore, the method is scalable to large systems with thousands of
speakers.

3. KNOWN NON-TARGETS FOR EMPIRICAL LR SVM

In previous SREs, for each verification trial, only the knowledge of
the target under test can be used for computing the score. This re-
striction, however, has been removed in NIST 2012 SRE. Therefore,
known non-targets can be used to improve the discrimination power
of empirical LR SVMs.

Assume that M target speakers have been enrolled in a system.
When training the SVM of a target speaker, the remaining (M −
1) competing speakers from the target-speaker set are considered as
the new background training set. Specifically, the speaker-class and
impostor-class i-vectors for training the SVM of target speaker s are

Xs = {xs,1, . . . ,xs,Hs} and Xa = {xa,1, . . . ,xa,M−1} , (11)

respectively, where Xa contains the i-vectors of the competing
known non-targets with respect to s. As a result, the SVM score of
a test i-vector xt is

S′
SVM(xt,Xs,Xa) =

∑
j∈SVs

αs,jK(xt,xs,j) −

∑
j∈SVa

αs,jK(xt,xa,j) + d′s
(12)

where K(·, ·) is an empirical LR kernel (Eq. 7 or Eq. 9), SVs and
SVa contain the indexes of the support vectors corresponding to the
speaker class and impostor class, respectively, and d′s is a speaker-
dependent bias.

4. EXPERIMENTS AND RESULTS

4.1. Speech Data and Acoustic Features

The core set of NIST 2012 Speaker Recognition Evaluation (SRE)
[12] was used for performance evaluation. This paper focuses on the
male phone-call speech of the core task, i.e., Common Evaluation
Conditions 2, 4, and 5. In the evaluation dataset, no noise was added
to the test segments of common condition 2, whereas noise was
added to the test segments of common condition 4 and test segments
in common condition 5 were collected in a noisy environment. All of
these conditions contain training segments with variable length and
variable numbers of training segments per target speaker. We re-
moved the 10-second utterances and the summed-channel utterances
from the training segments of NIST 2012 SRE but ensured that all
target speakers have at least one long utterance for training. In the
sequel, we use “CC” to denote common evaluation conditions. The
speech files of male speakers in NIST 2005–2010 SREs were used
as development data for training the UBM, total variability matrix,
LDA-WCCN, PLDA models, and Z-Norm parameters [24].

We used our recently proposed voice activity detector [25, 26]
to detect the speech regions of each utterance. 19 MFCCs together
with energy plus their 1st- and 2nd- derivatives were extracted from
the speech regions, followed by cepstral mean normalization [27]
and feature warping [28] with a window size of 3 seconds. A 60-
dim acoustic vector was extracted every 10ms, using a Hamming
window of 25ms.

To improve the noise robustness, we followed the suggestions
in [14] to add noise to the training files. To this end, we constructed
a noise dataset comprising 13 real crowd noise files and 17 heating,
ventilation, and air conditioning (HVAC) noise files from [29] and
10 artificial crowd noise files generated by summing 441 utterances
from male and female speakers in pre-2012 NIST SRE. For each
training file with SNR above 15dB, we generated two noisy speech
files at an SNR of 6dB and 15dB by randomly selecting two noise
files from the noise dataset. For each training file with SNR between
6dB and 15dB, we produced a noisy speech file at 6dB.

4.2. Total Variability Modeling and PLDA

The i-vector systems are based on a gender-dependent UBM with
1024 mixtures. 3,500 microphone utterances and 3,501 telephone
utterances from NIST 2005–2008 SREs were used for training the
UBM. We selected 14,875 telephone and interview conversations
from 575 speakers in NIST 2006–2010 SREs to estimate a total vari-
ability matrix with 400 total factors.

According to [30], adding noise to the training files of UBM and
total variability modeling receives insignificant performance gain.
Hence, we followed the steps in [30] and only added noise to the
training files of LDA and PLDA models. For the common condition
without added noise (CC2), we selected 15,662 original utterances
from 673 male speakers from NIST 2006-2010 SREs to estimate the
loading matrix of Gaussian PLDA. For the common conditions that
comprise noisy test segments (CC4 and CC5), we pooled 15,662
original utterances, 14,353 utterances at 6 dB SNR, and 10,932 ut-
terances at 15 dB SNR to estimate the loading matrix.

We applied whitening [31] and i-vector length normalization [3]
to the 400-dimensional i-vectors. Then, we performed linear dis-
criminant analysis (LDA) [32] and within-class covariance normal-
ization (WCCN) [31] on the resulting vectors to reduce the dimen-
sion to 200 before training the PLDA models with 150 latent vari-
ables.

4.3. The Effect of Using Noisy Training Files

Table 2 shows the effect of adding noise to the training utterances
on the PLDA models for the common conditions involving noisy
test segments. We pooled the original i-vectors, 6 dB i-vectors, and
15 dB i-vectors for enrollment and for training the PLDA models.
According to the results in Table 2, the strategy of adding noise to
the training speech files can boost the performance of i-vector based
PLDA systems, especially for CC4.

Method
EER (%) MinNDCF

CC4 CC5 CC4 CC5

PLDA 4.35 2.74 0.43 0.36

PLDA with Added Noise 3.00 3.23 0.33 0.34

Table 2. Performance of PLDA scoring in common conditions 4
and 5 of NIST 2012 SRE. PLDA: original speech files were used
for enrollment and for training the PLDA model. PLDA with Added
Noise: HAVC and crowd noises were added to the enrollment and
PLDA training files at 6dB and 15dB SNR.

4.4. Known Non-targets versus Unknown Non-targets

We considered the classical LR scoring based on Gaussian PLDA
with added noise as the baseline (PLDA in Table 1). Because no
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Method
Source of Imposter Class EER (%) MinNDCF

for Training SVMs CC2 CC4 CC5 CC2 CC4 CC5

1 PLDA – 2.40 3.00 3.23 0.33 0.33 0.34

2 PLDA+UP-AVR – 2.32 3.13 3.32 0.32 0.31 0.33

3 PLDA+UP-AVR+SVM-I Unknown non-targets 1.94 2.80 2.72 0.31 0.30 0.33

4 PLDA+UP-AVR+SVM-I Known non-targets 1.93 2.70 2.71 0.32 0.30 0.33

5 PLDA+UP-AVR+SVM-I Known + Unknown non-targets 1.90 2.70 2.73 0.31 0.30 0.32

6 PLDA+SVM-II Unknown non-targets 2.15 3.16 2.71 0.32 0.28 0.31

7 PLDA+UP-AVR+SVM-II Unknown non-targets 1.94 2.77 2.59 0.34 0.29 0.31

8 PLDA+UP-AVR+SVM-II Known non-targets 1.84 2.69 2.61 0.31 0.29 0.32

9 PLDA+UP-AVR+SVM-II Known + Unknown non-targets 1.84 2.70 2.54 0.31 0.28 0.31

Table 1. Performance of various scoring methods for NIST 2012 SRE (male speakers) under the common conditions that involve telephone
recordings. The methods are named by the processes applied to the i-vectors for computing the verification scores. For example, PLDA+UP-
AVR+SVM-II means that UP-AVR has been applied to create target-speaker i-vectors for training SVMs that use Empirical LR Kernel II
(Eq. 9 and Eq. 10). Note that because some target speakers have one enrollment utterance only, it is impossible to apply empirical LR kernel
I without UP-AVR. Therefore, no results for PLDA+SVM-I are reported.

noise was added to the test segments of CC2 while those in CC4 and
CC5 are noisy, different experimental setups were applied to these
three common conditions. For CC2, we selected 704 unknown non-
targets or 722 known non-targets as the background speakers, i.e.,
B = 704 or B = 722 in Eq. 5. We used the i-vectors of these
speakers as the impostor-class data to train an SVM for each target-
speaker using the empirical LR kernels described in Section 2.2. The
penalty factor was set to 1.0 for all SVMs and parameter in the RBF
kernel K was set to 40. For the ease of finding this parameter, we
performed Z-norm on the PLDA LR scores and used the normalized
scores to construct the empirical kernels.

Although many target speakers in NIST SRE 2012 have multi-
ple training segments, some of them have a few training segments
only. More precisely, after removing the 10-second segments and
summed-channel segments , 50 out of 723 target speakers have one
long training segments only and 390 of them have less than 17 train-
ing segments. Therefore, UP-AVR was applied to alleviate the effect
of data imbalance in training the SVMs whenever the number of
training segments per target speaker is less than 17. The number of
partitions per enrollment utterance and the number of resampling in
UP-AVR were set to 4. To reduce scoring time, B′ in Eq. 10 was
set to 150. The settings of UP-AVR in Table 1 are identical for all
systems.

For CC4 and CC5, because the test segments contain noise, we
also prepared B (B = 704 or B = 722) imposter speaker utterances
at 6 dB SNR and 15 dB SNR for condition matching and used the
i-vectors of these 3B imposter utterances to train the SVMs. This
setting was applied to both SVM-I and SVM-II in Table 1. In ad-
dition, the parameter in the RBF kernel K was set to 90. The other
settings of CC4 and CC5 are the same as CC2.

Row 3 and Row 4 in Table 1 suggest that the effect of including
known non-targets on SVM-I is small, but the known non-targets
can still reduce the EER. For SVM-II, Row 7 and Row 8 in Table 1
demonstrate the advantage of using known non-targets over using
unknown non-targets. The results in Rows 7 to 9 demonstrate the
advantages of pooling the known and unknown non-targets for train-
ing the SVMs.

4.5. UP-AVR for SVM Scoring and LR Scoring

Rows 6 and 7 suggest that UP-AVR is very important for SVM scor-
ing. After applying UP-AVR, the performance of SVMs scoring im-
proves significantly and is much better than PLDA scoring. UP-
AVR not only helps to alleviate the data-imbalance problem in SVM
training, but also enriches the information content of the scoring vec-
tors by increasing the number of LR scores derived from the target
speaker. However, UP-AVR is not beneficial to LR scoring, as evi-
dent by the performance of PLDA and PLDA+UP-AVR in Table 1.

5. CONCLUSION

Inspired by the new challenges and protocols in NIST 2012 SRE,
this paper takes the advantage of empirical kernel maps and utilizes
the information of known non-targets to train SVMs with high dis-
criminative power. In addition, this paper introduces utterance parti-
tioning with acoustic vector resampling to maximizing the utilization
of speech data and mitigate the data-imbalance problem on training
SVMs. Results on NIST 2012 SRE show the advantages of using
known non-targets comparing with unknown non-targets and sug-
gest that the idea of incorporating known non-targets information
into the training of speaker-dependent SVMs together with the utter-
ance partitioning techniques can boost the performance of i-vector
based PLDA systems significantly. The idea of incorporating known
non-targets can be further explored in future work. For example, the
known non-targets can also be used for defining the score space.
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