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ABSTRACT

The classification of acoustic events in indoor environments
is an important task for many practical applications in smart
environments. In this paper a novel approach for classifying
acoustic events that is based on a Bag-of-Features approach
is proposed. Mel and gammatone frequency cepstral coeffi-
cients that originate from psychoacoustic models are used as
input features for the Bag-of representation. Rather than us-
ing a prior classification or segmentation step to eliminate si-
lence and background noise, Bag-of-Features representations
are learned for a background class. Supervised learning of
codebooks and temporal coding are shown to improve the
recognition rates. Three different databases are used for the
experiments: the CLEAR sound event dataset, the D-CASE
event dataset and a new set of smart room recordings.

Index Terms— Event detection, sound classification,
Bag-of-Features

1. INTRODUCTION

The classification of sounds in indoor environments is impor-
tant for many practical applications. The detection and classi-
fication of acoustic events can be used for meeting and online
lecture analysis and annotation [1]. For speech enhancement
and speaker tracking [2] detecting non-speech events can im-
prove the robustness in real world applications.

The task is difficult because of the diversity of the acous-
tic events. Human speech is comprised of sounds of different
phone classes, e.g. vowels, plosives and fricatives that have
individual spectrum and time characteristics. Other sound
types are also complex because they are comprised of a va-
riety of individual sounds, e.g. chair movement can produce
knocking and rubbing sounds, handling paper can include
rustling and knocking on the table and so on. Sounds like
footsteps are individually different depending on the person
and kind of shoes. It is desirable for a sound classification
method to be able to handle the diverse composition and gen-
eralize in a way to cover different, possibly unheard realiza-
tions of the sound types.

Over the last decades, a number of approaches for acous-
tic event detection have been proposed [3–5]. State-of-the-
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Fig. 1. Overview of the Bag-of-Features based method that is
used for acoustic event detection.

art approaches in speaker classification are based on a sin-
gle Gaussian mixture model (GMM) [6]. Others use a set of
GMMs that are individually trained for each class, where the
GMMs estimates are summed over all frames and the class
with the highest likelihood is chosen. Since the summation
discards any temporal information, the method is sometimes
termed ’Bag-of-Frames’ [5,7]. Since considerable progress
has been made by applying insights from human perception
in the field of computer or machine vision, similar approaches
have been advocated for acoustics [8].

The Bag-of-Features approach originated in text re-
trieval [9]. It has successfully been used in various pattern
recognition applications in recent years [10–12]. For exam-
ple, in image classification the Bag-of-Features is known to
generalize well over very diverse classes, producing state-of-
the-art results [11]. Recently, a basic version was applied to
acoustic event classification [13].

In this paper a novel Bag-of-Features approach based on
soft quatization with GMMs is introduced. Experiments show
that is able to distinguish very diverse sound event classes.

2. METHOD

For the acoustic event detection and classification, a single
microphone or beamformed signal is processed in short time
windows of 0.6 s every 0.05 s. For a given sample n, a set of
feature vectors Yn = (y1 . . . yK) is calculated for all frames
in this window. These features are then softly quantized by
a GMM and classified by an multinomial maximum likeli-
hood classifier. Rather than using a prior classification step
to eliminate silence and background noise, as done in several
systems (cf. [3]), the rejection class Ω0 is trained with record-
ings where no event occurred.

2.1. Features

For sound and especially speech processing, the mel fre-
quency cepstral coefficients (MFCCs) are one of the most
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widely used features. The input signal is filtered by a mel
frequency filter bank, from the logarithm of its magnitude the
discrete cosine transform (DCT) is computed and its second
to 13th coefficient is used.

The long history of psychoacoustic research has been
complemented by computational modeling of the human
hearing process [14] where ERB-spaced gammatone filter-
banks are used. From that the gammatone frequency cepstral
coefficients (GFCCs) were derived [15]. In our implementa-
tion, we replaced the filterbank of the MFCCs by linear phase
gammatone filters. The filters are defined in the spectral
domain using a gammatone approximation [16] with center
frequency fb and bandwidth wb

G(b)(f) = (1 + j(f − fb)/wb)
−4
, (1)

where j is the imaginary unit.

2.2. Bag-of-Super-Features

A Bag-of-Features approach (cf. [17]) is used for building a
codebook of acoustic words from the training set. Most Bag-
of-Features approaches use clustering algorithms, e.g. the
Lloyd algorithm, on the complete training set to derive a code-
book and later assign each feature to a centroid by hard quan-
tization. However, disregarding the labels in the clustering
step can lead to mitigation of significant differences (cf. [18]).
A remedy for this effect is to build codebooks of size I for all
C classes Ωc separately and then concatenating into a large
super-codebook . Here, the expectation-maximization (EM)
algorithm is applied to all feature vectors yk for each class
Ωc in order to estimate I means and deviations µi,c, σi,c for
all C classes. We concatenate all means and deviations into a
super-codebook v with L = I · C elements

vl=(I·c+i) = (µi,c, σi,c) (2)

where the index l computed form the class index c and the
Gaussian index i as l = I · c+ i. Using this codebook, a soft
quantization of a feature vector yk can be computed as

qk,l(yk, vl) = N (yk|µl, σl) . (3)

Then, a histogram b can be computed over all K frames of
the input window by

bl(Yn, vl) =
1

K

∑
k

qk,l(yk, vl) . (4)

We refer to this method as ”Bag-of-Super-Features” in anal-
ogy to the super-vector construct used in speaker identifica-
tion [6].

2.3. Temportal Pyramid

Since a Bag-of-Features is an orderless representation all
temporal information within the frame Yn is lost. However,

this information may be important for distinguishing differ-
ent acoustic events. In the last years several approaches have
been published in order to address this problem. For example,
spatial features [12] or pyramids [19].

The pyramid scheme is directly applied to the Bag-of-
Super-Features approach by subdividing the window in a tem-
poral manner. For a feature vector of the nth window two
sub-histograms

b
(1)
l (Yn, vl) =

2

K

K/2∑
k=1

qk,l(yk, vl) and

b
(2)
l (Yn, vl) =

2

K

K∑
k=K/2+1

qk,l(yk, vl) (5)

are defined for the first and the second temporal half. In addi-
tion, a max pooling step is used for computing the histogram
for the whole window by

b
(3)
l (Yn, vl) = max

{
b
(1)
l (Yn, vl), b

(2)
l (Yn, vl)

}
. (6)

All three histograms are then concatenated into a single fea-
ture vector

b(Yn,v) =
(
b(1)(Yn,v), b(2)(Yn,v), b(3)(Yn,v)

)
(7)

that represents the complete window.

2.4. Classification

The probability of an acoustic word for a given class P (vl|Ωc)
is estimated using a set of training samples Yn ∈ Ωc for each
class c by Laplacian smoothing:

P (vl|Ωc) =
1 +

∑
Yn∈Ωc

bl(Yn, vl)

L+
∑L

m=1

∑
Yn∈Ωc

bm(Yn, vm)
(8)

Since all classes are assumed to be equally likely and have
the same prior, maximum likelihood classification is used.
The posterior is estimated using the relative frequency of all
acoustic words

P (Yn|Ωc) =
∏
vl∈v

P (vl|Ωc)
bl(Yn,vl) . (9)

3. EVALUATION

In order to derive a working system for the smart room at TU
Dortmund University, several recordings were made. Differ-
ent features were evaluated using the proposed classification
method. The proposed method and related ones were com-
pared in classification performance. The event detection ca-
pability was tested with a scripted recording in the smart room
and several others from existing corpora.
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3.1. Event Classification & Model Parameters

In order to investigate the performance of different methods,
recordings of various typical sound events were made in a
smart conference room at TU Dortmund University. The mi-
crophones were embedded in a table as shown in Fig. 2 and
recorded at 48 kHz. Each recording featured a certain sound
type and lasted over 60 s.

To evaluate the classification performance on unknown
data, a second test set of recordings was made on a differ-
ent day with a different person producing the sounds. In the
recordings time stretches with occurrences of the events were
labeled. All methods were evaluated using cross-validation
on the training and test set.

Using the Bag-of-Super-Features-Pyramid (BoSF-P) ap-
proach, different feature types were evaluated. Figure 3 shows
the results. Along with the MFCCs the GFCCs, linear predic-
tion coefficients (LPC) and a non-negative matrix factoriza-
tion (NMF) [20] of the mel frequnecy magnitudes were eval-
uated. The MFCCs and GFFCs have the lowest error on the
test set. Their combination achieves the highest score. Both
LPC and NMF show a significantly higher error on the test
set and seem to be unable to generalize successfully.

Figure 4 shows the classification errors for different meth-
ods using a combination of MFCC and GFCC features. The
Bag-of-Frames model (BoFr) using MFCCs only that is de-
scribed in [5] is applied to the sound classification problem
and used as a baseline. The Bag-of-features (BoF) model per-
forms worse than the baseline if the codebook is computed
in an unsupervised manner. However, there is a significant
improvement using the Bag-of-Super-Features (BoSF). This
strengthens the view that the use of a supervised codebook
estimation allows for a better modeling of the diverse acous-
tic event classes. Incorporating temporal information by the
pyramid scheme further improves the results. For compari-
son, a Nearest Neighbor classifier and an SVM were also ap-
plied to the pyramid model. They both perform significantly
worse than the multinomial maximum likelihood classifier.

Fig. 2. Smart room with microphones embedded in table.
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Fig. 3. Classification error for different features of smart
room recordings. All features were evaluation with the
BoFS-P method using a multinomial maximum likelihood
classifier.
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Fig. 4. Classification error for different methods for the smart
room recordings. The Bag-of-Feature methods were evalu-
ated using the combination of MFCC and GFCC features.

In order to determine the influence of the codebook size
the BoSF-P approach has been evaluated for different sizes of
L. The results in Fig. 5 show that already a comparably small
codebook size of L = 121 yields good results, which equals
11 centroids per class. Therefore, in the following experi-
ments a codebook size of 11 centroids per class was chosen.
Compared to other Bag-of-Features classification approaches
where codebooks of several thousand centroids are used this
size is remarkably small (see [10,11]). The advantage of this
is two-fold: First, the quantization adds an additional abstrac-
tion to the data such that it generalizes better. Large code-
books approximate the data better but are not able to general-
ize well over the very diverse acoustic events. Second, small
feature representations are fast to compute and classify which
facilitates the use of the method in real time acoustic event
detection. The proposed method can be computed in just 5%
of the real time using python on a standard PC.
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Fig. 5. Classification error for the BoSF-P approach for the
smart room recordings using MFCC and GFCC features with
different codebook sizes L.
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Fig. 6. Results for event detection in the smart environment, acoustic events are shown in distinct colors.

3.2. Event Detection

When denoting as g, e, and t the number of ground truth, es-
timated and correct events, precision P and recall R can be
defined along with the F-measure F as in [5]

P =
t

e
, R =

t

g
, F =

2PR

P +R
. (10)

For the event detection performance, the non-event class Ωc

is excluded in the counts. The metrics are evaluated frame-
based and class-based, for the latter all classes are evaluated
individually and the average is computed.

3.2.1. Smart Room Recording

In order to establish the systems performance for event de-
tection in live scenarios, sequences with various events were
recorded in the smart room. The classifier was chosen by
the evaluations above and trained again with the event record-
ings. Table 1 lists the overall detection metrics. The non-
event class had 83% precision and 68% recall. This can be
attributed to the fact that the training data for other classes
contained portions of silence. The ‘speech’ class was detected
with 97% precision and 87% recall. In Fig. 6, the detection
results for the sequence are visualized in color. Smoothing
may be desirable for practical applications. Basic post filter-
ing can be done by selecting the most frequent detection in
the last 1 s and discarding cases where its occurrence covers
less than 0.3 s.

3.2.2. CLEAR

Within the CHIL project, the CLEAR campaign investigated
the detection of acoustic events. The proposed method was
tested on the ITC data, which contains three different train-
ing sets and a test set for three separate days [3]. For the
non-event class, the non-labeled portions from the training
data were used. In this manner, 88% precision and 84% re-
call were achieved. Table 1 shows the performance over all
experiments in the development set. The ‘phone vibration’
class had 0% recall, for all other classes an F value of over
75% was achieved.

dataset method metric F P R
Smart BoSF-P frames 71.9% 74.3% 69.6%
Room classes 77.3% 82.7% 72.5%

CLEAR BoSF-P frames 75.8% 79.3% 72.6%
classes 75.5% 79.2% 72.2%

D-CASE
BoSF-P frames 52.3% 51.7% 53.2%

classes 59.5% 64.8% 57.7%
NMF [5] frames 20.6% 29.1% 16.0%
baseline classes 13.5% 11.6% 21.7%

Table 1. Results for the acoustic event detection on the three
datasets: smart room recordings, CLEAR and DCASE.

3.2.3. D-CASE

The proposed method was evaluated on the recent IEEE
AASP Challenge ‘Detection and Classification of Acous-
tic Scenes and Events’ Event Detection development set.
Since the training data consists of event recordings only, non-
labeled portions of the scripts not used in the test were used
for training in order to have training data for the non-event
class. The performance averaged over all experiments in the
development set are presented in table 1. The non-event de-
tection had 88% precision and 90% recall. The baseline event
detection proposed in [5] is outperformed and the results of
our method are also highly competitive with respect to the
results of the challenge.1

4. CONCLUSION

In this paper an event detection approach using supervised
trained GMM codebooks of MFCCs an GFCCs for Bag-of-
Features histograms with temporal coding was presented.
Highly competitive results on different difficult datasets for
acoustic event classification and detection were achieved. The
use of a single ‘silence’ class for non-events could be shown
to be highly successful. The good speech detection qual-
ity is important for many applications. The method can be
easily implemented and computed fast enough for real-time
application.

1Results are to be published (http://www.waspaa.com/d-case-challenge).
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