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ABSTRACT 

 

A novel gesture binary classification procedure is presented 

to determine surgical ability. To this aim a sensory glove 

was employed to track surgical hand movements and 

sensors data were recorded to be processed by a specific 

algorithm. The classification task was able to discriminate a 

gesture made by an expert surgeon with respect to a novice 

one, thanks to a two steps classification strategy. The first 

one produced a binary tree of parameters associated to a 

sensor time function; they were elaborated in the second 

step by a neural network providing a real output whose 

magnitude was associated to the surgeon ability. 

Experimental tests correctly classify all operators in a group. 

 

Index Terms — Wearable sensors, neural networks, 

biomedical signal processing, supervised learning, 

computational intelligent. 

 

1. INTRODUCTION 

 

Manual dexterity and technical skills are surgeon key 

qualities along with cognitive capabilities, judgment and 

decision-making. However, surgical training is still based on 

„„see one, do one, teach one‟‟ scheme in which senior 

surgeon observes a student and provides verbal feedback 

[1]. Thus novice‟s assessment is based on subjective criteria 

and observation hard to standardize. New approaches for 

surgical training are desirable to allow trainees to practice in 

a safe environmental before the operating room and to 

provide objective feedbacks without direct supervision.  

Recent studies have introduced several examples of 

skill-evaluation tool and suggest that motion analysis has a 

considerable potentiality as a basis for measuring surgical 

ability. The major criticism in this field concerns open 

surgery:  this is still the standard procedure and is difficult 

to measure. In fact the surgeon freely manipulates 

instrumentation in the tridimensional open space [1]. To this 

purpose, several examples focus on hand movements 

tracking: magnetic sensors (e.g. ICSAD uses an 

electromagnetic tracking system with markers placed on the 

dorsum of each hand [2]), optical motion tracking systems 

and videographic recording [3] are used to discriminate 

between the performance of experts and novices. In these 

studies several parameters are currently measured (e.g. the 

number of hand movements, rate of movements, time taken 

to complete a task, etc.) to assess surgical ability. The 

aforementioned examples, however, present several 

limitations as an uninterrupted line of sight between 

cameras and markers (optical and video tracking), dedicated 

environments and highly sensitivity to environmental noise 

(electromagnetic systems). 

In this paper we propose the use of a sensory glove to 

track the surgeon‟s hands movements during an open 

surgical simulated task, to solve the limitations of other 

techniques. Furthermore, a sensory glove records degree of 

freedom (DOF) data from each hand‟s joints and is 

comfortable for the users because it does not affect the 

natural free-movements of the hands. Potentially, these 

features make our system more suitable for open surgery. 

 Finally we develop an algorithm capable to classify the 

ability to perform a basic suturing task not limited to the use 

of some parameters but on the basis of the entire gesture. 

The idea behind our classification algorithm is related to the 

strategy developed, among others in [4] for the classification 

of electroencephalogram (EEG) signals, in [5] for power 

system transients classification, and in [6] for epileptic 

seizure detection. In the works above two networks were 

used for classification: a first level network that operates 

starting from time domain signals yielding a reduced 

dimension output; the second-level networks were trained 

using the outputs of the first-level networks as input data; in 

general they consisted in a standard multilayer feedforward 

neural network (NN) ([7], [8]). The first level network 

employed in [4], [5], [6] yielded the discrete wavelet 

transform coefficients; in this paper we produced a 

hierarchical binary tree structure, following the idea in [9], 

[10]. This was the approach in [11], where a modified 

wavelet transform called the tree-structured wavelet 

transform or wavelet packets was proposed. In [12], 

following [13], this algorithm was used for the 

discrimination of two-dimensional shapes. It also provided a 

method to identify a subset of the edges that are most salient 

for discrimination. In [14] this methodology was applied to 
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stream mining applications; specifically for configuring 

cascaded binary classifier trees. They required the 

identification of several different attributes in data content 

and hence relied on a distributed set of cascaded statistical 

classifiers to filter and process the data dynamically.  

In the present paper the two level network is combined 

with hierarchical classification: the first level network 

produces a binary tree of parameters representing 

recursively the „centers‟ of the time function edges. The 

second level network multilayer feedforward NN correctly 

classifies the gesture as one of an expert or of a novice. 

 

2. MATERIALS AND METHODS 

 

2.1. The sensory glove 

 

Bend and inertial sensors were used to measure motion of 

fingers joints and wrist. In particular we used fourteen flex 

sensors (by Flexpoint Sensor Systems, Inc.) and one inertial 

measurement unit, IMU, with a three axis accelerometer and 

a three axis gyroscope (Analog Combo Board Razor - 6DOF 

Ultra-Thin IMU, by SparkFun). Sensors were placed on 

distal interphalangeal (DIP), proximal interphalangeal (PIP) 

and metacarpophalangeal (MCP) fingers joints for the bend 

sensors and on dorsal side of the hand for the inertial units 

(Figure 1). In detail, a gesture recording was composed of 

twenty time trajectories, fourteen for the bend sensors and 

six for the 6DOF of the inertial sensors. 

The glove was part of a system of measurement and 

reproduction in virtual environment for static and dynamic 

postures of the hand [15]. It was possible, furthermore, to 

represent recorded movement of the hand in real time via 

avatar representation. 

 

2.2. Subjects and surgical task 

 

We recruited 18 volunteers, 9 “experts” (i.e. senior surgical 

residents) and 9 “novices” (i.e. undergraduate medical 

students with minimal or without surgical experience). 

Surgical performance was assessed on a basic suturing task 

performed on a standard foam pad to simulate the skin 

tissue. Subjects were asked to use a needle driver to make a 

passage of suture with a needle across a vertical incision 

pre-prepared on the pad. To standardize the performance a 

neutral position for the hand (holding the needle driver) and 

for the pad was defined and drawn on a desk. All the 

participants were right-handed and have used his/her 

dominant hand to complete the surgical task. 

Each subject had to perform the gesture 10 times with a 

total of 180 recordings (i.e. 18 volunteers and 10 repeats). 

Data were separately collected for each repeat and  for each 

sensor. Following raw data were autoscaled and time-

normalized to have resampled trajectories of 1000 samples. 

 

2.3. Data processing 

 

In this section the algorithm developed to data processing is 

described, following the approach in [9], [10], [12], [13], 

[14]. The main task of the classification strategy is 

comparing two different trajectories; in fact a human gesture 

can be represented as a matrix, each row associated to a 

sensor time trajectory. In order to validate the affinity 

degree among trajectories of the same sensor we focus our 

attention on peculiar trajectories points. 

 

2.3.1. Binary tree generation 

We recursively construct a binary tree whose nodes are 

associated to trajectory portions (see [9], [16]). In particular, 

we consider trajectory local minima and maxima since they 

are the most relevant for a correct curve description. 

Actually to improve methodology clarity we define a sort of 

“trajectory center” instead of the single local minima and 

maxima alone. In what follows we determine the function 

yielding the center of mass coordinates. To be specific, let 

    , with      , be the discrete time function 

associated to the sensor time output composed of N 

samples. 

First of all we find the couple            associated to the 

average values of dominion and co-dominion of the function 

    ;        while     
 

 
      

   . We assume n 

local minima and/or maxima with coordinates                 

for      . For each local minimum or maximum we 

compute the couple                 given by               
   and                 . Please, notice that        is 

negative if the point is located on the left of    
  and        is 

negative if the point is located below    and positive if it is 

above. 

Let                  and                 . Now, we can 

define the center of mass coordinates as         . In order to 

define    set the n coefficients 

    
          

            
   

         (1) 

Expression (1) yields  

FIGURE 1 THE SENSORY GLOVE. 
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      (2) 

which is the weighted average of          via the 

coefficients     The idea behind the definition of the 

weighting coefficients    gives more importance to greater 

local minima and/or maxima. For the genesis of    we have 

to set the coefficients 

    
 

            
     (3) 

where   is a suitable design parameter to be chosen 

sufficiently small. The role of the coefficient defined in (3) 

is to assign a weight which is greater when the smaller is the 

distance between a specified local minimum or maximum to 

the centre of the trajectory. The coefficient in (3) generate 

normalized weights 

     
  

   
 
   

,     (4) 

which finally yields 

                    
   .   (5) 

The couple          has to be rescaled to produce values in 

the range [-1,1] to improve differences detectability. To this 

purpose let     and    be the minimum and maximum 

respectively of the abscissa in      and    and    be the 

minimum and maximum respectively of the trajectory     . 

Now the normalized value of center of mass 

  
       

        

     
 ,   (6) 

  
       

        

     
 .   (7) 

This procedure is also applied on the two sub-

trajectories obtained by dividing the original one in two sets 

given by all the points in     , such that      
    and 

     
    respectively. In addiction it is recursively applied to 

subset obtained by further splitting sub-trajectories 

themselves in new sub-trajectories of smaller dimension. 

This strategy can be interpreted as a binary tree construction 

in which the root node contains the couple    
       

     of the 

entire trajectory     , its left child nodes memorizes the 

centers of mass of the sub-trajectory obtained considering 

    , with h between 1 and the not normalized center of 

mass abscissa    of the entire trajectory. Its right child 

nodes collects the centers of mass of the portion of the 

trajectory      for h between    and   . This algorithm is 

in turn recursively applied on both left and right nodes 

producing sub-trajectories centers that become smaller the 

deeper is a node into the tree. The algorithm stops when 

either the tree reaches the maximum depth    assigned by 

the designer or when there are not local minima and/or 

maxima inside the portion of the trajectory considered. 

 

2.3.2. Neural training for data classification 

The next step in correct gesture classification is the 

implementation of a feedforward multilayer neural network 

(see [7], [8], [17],[18]) whose inputs are produced from the 

binary trees data. To this purpose however, the latter 

quantities have to be transformed into a suitable vector. To 

be specific, define the vector of real numbers  , whose 

dimension is          . Its role is to record the 

information contained into the tree nodes, i.e. the couples   
    

and    
   , multiplied by a normalization function taking into 

account the depth inside the binary tree of a node. Recalling 

that the binary tree overall depth is   , set: 

       
   

    
     

    

    
    (8) 

where   is a design parameter to be chosen less than one, 

and the integer   is simply the depth of a given node inside 

the tree. 

Notice that the function in (8) yields        for 

construction i.e. when we consider the root node of the tree. 

For a node of maximum depth inside the tree we have 

        . Thus the application of the function in (8) for a 

node of depth   yields a value between 1 and  . Since   by 

construction is less than 1 the function in (8) “weights” the 

nodes values giving more relevance to the ones closer to the 

tree‟s root. The first two entries of the vector   are      

        
    and              

    where    
       

     are the 

center of mass of the root node. Entries between      and 

     are the centers associated to the root left and right 

child nodes multiplied this time by     . This strategy is 

iterated for all the nodes of the tree. We recall that the 

binary trees main contain ranches that do not reach the 

maximum depth, this happens for trajectory subparts 

without an internal local minimum or maximum occurring 

at depth less than   . Thus the entries of the vector   

remaining to be determined when the binary transposition is 

completed are set to zero by default. We choose the 

maximum depth    equal to 5: this is a compromise 

between accuracy and data compactness; this yield the 

binary tree to has           nodes and the vector   to 

has a length of 62. 

The data provided by the binary tree are eventually used 

to train the neural network based classifier whose task is to 

distinguish between a gesture of an expert and a gesture of a 

novice. To this purpose we assume that an output of the 

network close to 1 represent a gesture of an expert and an 

output close to -1, on the contrary, represent a gesture of a 

novice.  

As mentioned above data set is made up of 180 gesture 

recordings, 90 for the experts group and 90 for the novices 

group, and each gesture is composed of 20 time trajectories. 

Data processing is performed separately for each sensor, 
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thus we have 20 vector   for each gesture recording. A 

separated neural network is implement and trained for each 

sensor. Resulting 20 data sets, each one is associated to a 

sensor and composed by 180 vector X, are divided one by 

one into three sub-sets: training set (70%), validation set 

(20%) and test set (10%). Notice that data from each subject 

are distributed into the three sub-sets with the aim of 

generalize the input of the network and improve subjects 

variance detectability.  

The first stage of the classifier is a feedforward 

backpropagation neural network of three layers. Let p and t 

be respectively the dominion and the co-dominion of the 

training set for each sensor. p includes vectors   and each 

element of t is defined opportunely: 1 correspond to an 

expert and a -1 correspond to a novice. Notice that t is the 

scalar vector that represent the desired network outputs. The 

network architecture is show in the partial Matlab script 

below (see [17], [18] for the functions employed):  

net{1,x}=newff(p,t,[100,50,50],{'tansig',... 

'tansig','tansig','tansig'},'traingdx'); 

net{1,x}.trainParam.show=25; 

net{1,x}.trainParam.goal=1e-1; 

net{1,x}.trainParam.epochs=1000; 

net{1,x}.trainParam.lr=0.0001; 

net{1,x}.trainParam.lr_inc=1.02; 

net{1,x}.trainParam.mc=0.7; 

net{1,x}=init(net{1,x}); 

net{1,x}=train(net{1,x},p,t,[],[],val,test); 

where x range between 1 and 20 (number of sensors) and 

val and test are respectively the validation and test sub-

sets. 

The second and last stage of the classifier is another 

neural network whose input are the outputs of the first stage. 

This simple network is implemented to take the mean value 

of its input. To this purpose synaptic weights are     where 

  is the number of sensors. After that all values are 

summed. This strategy is adopted to obtain a unique value 

for each participant from the 20 sensors and to generalize 

the results to the whole gesture. 

 

3. RESULTS  

 

By applying the algorithm and the neural network described 

in section 2 we classified participants in term of his/her 

surgical ability. Recalling that we chose the output of the 

neural network based classifier range from -1 and 1. 

Performance was automatic assigned to the experts group 

when result was positive and to the novices group if result 

was negative. Table 1 summarizes the results. In particular it 

is important to remark that the test set elements are precisely 

18 gestures each one associated to a different individual, 

thus 9 experts and 9 novices. They are not included in the 

neural training algorithm, so that since data associated to 

test set are correctly classified by the NN then we can state 

that our strategy has learned correctly the distinction 

between a gesture associated to a novice and an expert one. 

It can be worth mentioned that we have 0% error of 

misclassification because each participant was correctly 

classified. 

 

4. CONCLUSIONS 

 

A novel classification algorithm has been tested on data 

collected from a sensory glove to determine surgical skill. In 

this framework a two steps procedure was implemented. 

First local maxima and/or minima associated to a sensor 

time function were elaborated to produce a binary tree 

retaining peculiar features of gestures. These data were 

further processed by a three layers feedfoward neural 

network. The overall output was a number in the range [-

1,1], by associating numerical outputs whose magnitude is 

proportional to the surgeon skill. We trained the algorithm 

with a supervised learning strategy with a training set 

associated to gestures of eighteen subjects: nine experts and 

nine novices. The trained network has been tested to classify 

another set of gestures from the two groups of surgeons. All 

the gestures made by individuals in the experts group were 

associated to positive numbers while the ones by non 

experts produce negative numbers. In our view, this can be 

considered as an important experimental validation of a 

novel classification algorithm conceived to handle 

classification problems whose dominion is a high dimension 

space. 
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