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ABSTRACT

The problem of joint off-nominal frequency and phasor estimation

in an unbalanced three-phase power system using a phasor mea-

surement unit (PMU) is considered. Voltage unbalance arises when

magnitudes are different from each other or when phases are un-

equally spaced. A general model for the zero, positive, and negative

sequences from a PMU measurement at off-nominal frequencies is

presented. Then, the maximum likelihood (ML) estimator is devel-

oped under an unbalanced condition for joint symmetrical compo-

nents phasors and frequency estimation. Finally, a low complex-

ity technique is developed for the estimation of frequency deviation

based a new autoregressive (AR) representation of the innovation

process for the symmetrical component.

Index Terms— Frequency estimation, phasor measurement unit

(PMU), unbalanced power system, symmetrical components, Smart

Grid

1. INTRODUCTION

The three-phase power system is designed to operate at a nominal

frequency in a near-balanced fashion [1], [2]. In practice, frequency

deviation and load imbalance are the norm rather than the excep-

tion. In most situations, frequency deviations and minor imbalances

can be mitigated by frequency regulation or load compensation tech-

niques [3]. However, situations sometimes arise when frequency de-

viations and imbalances may be a precursor to more serious con-

tingencies leading to possible blackouts [4], [5]. Under perfectly

balanced three-phase operating conditions, the zero and negative se-

quences are absent; thus, the state-estimation and signal analysis

for this case are carried out using only the positive-sequence model

[4], [6]. When system imbalance occurs, the zero and negative se-

quences are nonzero, the PMU’s output does not represent the true

positive-sequence phasors [5], [7], and the positive-sequence have a

non-circular nature, as described in [8], [9]. Therefore, the existing

balanced state estimation methods do not represent the optimal state

estimation based on the three symmetrical components. It is in this

context that modern sensing devices, such as phasor measurement

units (PMUs), have the potential to provide rapid detection of con-

tingencies and situation awareness based on the three symmetrical

components (see [1] and references therein). To this end, effective

algorithms are crucial for estimating and tracking frequency devia-

tions and phasors in the event of system imbalance, that are based on

the zero, positive, and negative sequences.
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1.1. Summary of results

In this paper, we consider joint frequency and phasor estimation in

unbalanced three-phase power systems using the PMU output. We

demonstrate that for a perfectly balanced power system operating at

off-nominal frequency, the PMU output is a single complex sinusoid

so that its frequency and complex amplitude can be estimated by us-

ing well-known signal processing methods (e.g. [10], [11], [12]).

However, under unbalanced conditions the PMU output is no longer

a single frequency signal. Instead, the symmetrical components at

the PMU output have two related frequencies and a specific struc-

ture. We develop the maximum-likelihood (ML) estimators of the

frequency-deviation and three symmetrical components- zero, posi-

tive, and negative, phasors - for unbalanced three-phase power sys-

tems model. A suboptimal estimation method of the frequency devi-

ation is derived by using the weighted least-squares (WLS) method

on the autoregressive (AR) representation of the symmetrical com-

ponents’ innovation processes. Finally, the performance of the pro-

posed estimators is tested via simulations.

1.2. Related works

Currently, many different aspects of state estimation for balanced

systems in the context of smart grid are investigated [13], such as dis-

tributed and robust estimation [14], the influence of malicious data

attack [15], imperfect synchronization [16], and Kirchhoff’s Current

Law (KCL) [17] on the state estimation based on PMU measure-

ments. The mismatch estimation error caused by using the balanced

state estimation under unbalanced conditions is studied in [4]. In

the pioneering works of [8] and [9], new methods were derived for

frequency-estimation based on non-circular models and the Clarkes

transformation. These methods use only the positive-sequence and

analyze the measurements in the time-domain, whereas the pro-

posed model uses three symmetrical sequences, measurement in

the frequency-domain of the PMU output, and phasor estimation

for the three symmetrical components. In [18] a distribution sys-

tem state estimator suitable for monitoring unbalanced distribution

networks is presented. In [19], a generalized likelihood ratio test

(GLRT) is developed to detect voltage and phase unbalance based

on three-phase time-measurements. The fault detection problem and

its corresponding GLRT are discussed in [20].

2. MEASUREMENT MODEL

The system and measurement models considered here are based on

existing models (e.g. [1, 7]). In this section we present the model

in a statistical signal processing formulation that includes a descrip-

tion of the noise statistics, and is more convenient for developing

estimation and detection algorithms [21]. In particular, we describe
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the statistical behavior of the PMU output signals, i.e. after the sam-

pling, symmetrical transformation [22], and nominal-frequency dis-

crete Fourier transform (DFT) operation.

The PMU constructs the complex representation phasors of the

signals by using a DFT operator over one cycle of the nominal-

frequency [1], [7]. That is, the PMU DFT operation on any arbitrary

signal x[n] results in the following phasor sequence:

X[k] =

√
2

N

k+N−1∑

n=k

x[n]e−jγn, k = 0, . . . ,K − 1, (1)

where the index k refers to the beginning of the DFT window.

The voltages in a three-phase power system are assumed to be

pure sinusoidal signals of frequency ω0 +∆, where ω0 is the known

nominal-frequency (100π or 120π) and∆ is the frequency-deviation

from this nominal value. The magnitudes and phases of the three

voltages are denoted by Va, Vb, Vc ≥ 0 and ϕa, ϕb, ϕc ∈ [0, 2π],
respectively. The three-phase power system is called balanced if

Va = Vb = Vc and ϕa = ϕb +
2π
3

= ϕc − 2π
3
. The PMU samples

these real signals N times per cycle of the nominal-frequency, ω0,

to produce the following discrete-time, noisy measurements model:





va[n]
vb[n]
vc[n]



 =
1

2
e
jγ

ω0+∆

ω0
n
v +

1

2
e
−jγ

ω0+∆

ω0
n
v
∗ +wa,b,c[n], (2)

∀n ∈ R, where γ
△
= 2π

N
and v

△
=

[
Vae

jϕa , Vbe
jϕb , Vce

jϕc

]T
.

The noise sequence, {wa,b,c[n]}n∈Z, is assumed to be a real white

Gaussian noise sequences with a known covariance matrix σ2
I3,

in which I3 is the 3 × 3 identity matrix. The three-phase power

system is called balanced or symmetrical if Va = Vb = Vc and

ϕa = ϕb +
2π
3

= ϕc − 2π
3
.

By substituting the three sequences, {va[n]}, {vb[n]}, and

{vc[n]}, from (2) in (1) and using the identity [23]:

k+N−1∑

n=k

ejαn =
sin(αN/2)

sin(α/2)
ejα(k+

N−1
2 ), ∀α ∈ R,

we obtain the following phasor sequences measurements:





Va[k]
Vb[k]
Vc[k]



 =
1√
2
Pe

jγ ∆
ω0

k
v +

1√
2
Qe

−jγ
2ω0+∆

ω0
k
v
∗

+

√
2

N

k+N−1∑

n=k

wa,b,c[n]e
−jγn, (3)

k = 0, . . . ,K − 1 where

P =
sin(γN ∆

2ω0
)

N sin(γ ∆
2ω0

)
e
jγ ∆

ω0

N−1
2 (4)

Q =
sin(γN 2ω0+∆

2ω0
)

N sin(γ 2ω0+∆
2ω0

)
e
−jγ

2ω0+∆

ω0

N−1
2 . (5)

It is seen, then, that P andQ are functions of the unknown frequency

deviation,∆, but independent of k and the voltages’ magnitudes and
phases. For the sake of simplicity we omit the dependency of P and

Q on∆.

Finally, the PMU creates the symmetrical component transfor-

mation. In particular, the zero, positive, and negative voltage se-

quences are calculated from three-phase voltages by using the sym-

metrical component transformation [22]:





V0[k]
V+[k]
V−[K]



 =
1

3





1 1 1
1 α α2

1 α2 α





︸ ︷︷ ︸

△
=H





Va[k]
Vb[k]
Vc[k]



 , (6)

∀k = 0, 1, . . . ,K − 1, where V0[k], V+[k], and V−[k] are the zero,

positive, and negative sequences, respectively, and α = ej2π/3. By

substituting (3) in (6), we obtain

V0[k] = Pe
jγ ∆

ω0
k
C0 +Qe

−jγ
2ω0+∆

ω0
k
C∗

0 +W0[k] (7)

V+[k] = Pe
jγ ∆

ω0
k
C+ +Qe

−jγ
2ω0+∆

ω0
k
C∗

− +W+[k] (8)

V−[k] = Pe
jγ ∆

ω0
k
C− +Qe

−jγ
2ω0+∆

ω0
k
C∗

+ +W−[k] (9)

k = 0, . . . ,K − 1, where

[C0, C+, C−]
T =

√
2

6
Hv

and 



W0[k]
W+[k]
W−[k]



 =

√
2

3N
H

k+N−1∑

n=k

wa,b,c[n]e
−jγn,

∀k = 0, . . . ,K − 1. Since HH
H = 3I3, the noise sequences,

{W0[k]}K−1
k=1 , {W+[k]}K−1

k=1 , {W−[k]}K−1
k=1 , are independent com-

plex circularly symmetric Gaussian noise sequences where each se-

quence has a variance of 2σ2

3N
. It can be seen that the PMU output

in (7)-(9) includes samples of the zero, positive, and negative se-

quences at the nominal-frequency bin. However, these “phasors” are

different from the true value of the input sequence phasors, C0, C+,

andC−, and since they do not operate at a constant single frequency,

the definition of “phasor” is inherently ambiguous in this case.

In this work, we are interested in the joint estimation of the

phasors and frequency-deviation in unbalanced systems based on

K measurements of the three symmetrical components from (7)-(9).

The models for theseK measurements can be written in matrix form

as follows:

ν̃0 = PC0ẽ1 +QC∗
0 ẽ2 + w̃0 (10)

ν̃+ = PC+ẽ1 +QC∗
−ẽ2 + w̃+ (11)

ν̃− = PC−ẽ1 +QC∗
+ẽ2 + w̃−, (12)

where

ẽ1 =
[

1, e
jγ ∆

ω0 , . . . , e
jγ ∆

ω0
(K−1)

]T

, (13)

ẽ2 =

[

1, e
−jγ

2ω0+∆

ω0 , . . . , e
−jγ

2ω0+∆

ω0
(K−1)

]T

, (14)

ν̃0 = [V0[0], . . . , V0[K − 1]]T, ν̃+ = [V+[0], . . . , V+[K − 1]]T,
and ν̃− = [V−[0], . . . , V−[K − 1]]T. It is worth mentioning that

the vectors in ẽ1 and ẽ2 are identical to the steering vector for a

uniform linear array [24]. The noise vectors, w̃0, ,w̃+, and w̃−,

are independent zero-mean complex, circularly symmetric, colored

Gaussian noise sequences with covariance matrix R, where R is a

K ×K matrix with the following k, lth element

[R]k,l =
2σ2

3N2

{
N − |k − l| if −N ≤ k − l ≤ N
0 otherwise

.
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Since the error covariance matrix is known, the signals in (10)-(12)

can be prewhitened. The whitening operation is performed by left-

multiplication of the terms in (10)-(12) byR− 1
2 :

ν0 = PC0e1 +QC∗
0e2 +w0 (15)

ν+ = PC+e1 +QC∗
−e2 +w+ (16)

ν− = PC−e1 +QC∗
+e2 +w−, (17)

where em
△
= R

− 1
2 ẽm, m = 1, 2, and the whitened vectors are

given by ν0 = R
− 1

2 ν̃0, ν+ = R
− 1

2 ν̃+, ν− = R
− 1

2 ν̃−. The

modified noise vectors, w0 = R
− 1

2 w̃0, w+ = R
− 1

2 w̃+, w− =

R
− 1

2 w̃− have an identity covariance matrix, IK . In the following,

the PMU output model in (15)-(17) is used for the ML estimation of

the unknown vector θ = [C0, C+, C−,∆].

3. THE ML ESTIMATION

Based on the model described in (15)-(17), the ML estimator of θ is

given by θ̂ = maxθ L(θ), where the likelihood function is

L(θ) = 3K log π − ||ν0 − PC0e1 −QC∗
0e2||2

− ||ν+ − PC+e1 −QC∗
−e2||2

− ||ν− − PC−e1 −QC∗
+e2||2 . (18)

3.1. Phasors estimation

For a fixed∆, by equating the complex derivatives of the right hand

side (r.h.s.) of (18) with respect to (w.r.t.) C0, C+, and C−, to zero,

one obtains

Ĉ0 =
z0 − κ2(Ĉ0)

∗

κ1
(19)

Ĉ+ =
z+ − κ2(Ĉ−)

∗

κ1
, (20)

Ĉ− =
z− − (Ĉ+)

∗κ2

κ1
, (21)

respectively, where z0
△
= P ∗

e
H
1 ν0 + Qν

H
0 e2, z+

△
= P ∗

e
H
1 ν+ +

Qν
H
−e2, z−

△
= P ∗

e
H
1 ν−+Qν

H
+e2, κ1

△
= |P |2eH

1 e1 + |Q|2eH
2 e2,

and κ2
△
= 2P ∗Qe

H
1 e2. By using mathematical manipulation, the

ML estimators in (19)-(21) can be rewritten as:

Ĉ0 =
κ1z0 − κ2z

∗
0

κ2
1 − |κ2|2

, (22)

Ĉ+ =
κ1z+ − κ2z

∗
−

κ2
1 − |κ2|2

, (23)

Ĉ− =
κ1z− − κ2z

∗
+

κ2
1 − |κ2|2

. (24)

3.2. Frequency estimation

By substituting Ĉ0, Ĉ+, and Ĉ− in (18) and using (19) and (20), one

obtains the following cost

L(θ) = 3K log π − ||ν0||2 − ||ν+||2 − ||ν−||2

+κ1

(

|Ĉ0|2 + |Ĉ+|2 + |Ĉ−|2
)

+Real
{

κ∗
2

(

Ĉ2
0 + 2Ĉ+Ĉ−

)}

. (25)

The left terms in (25) are independent of ∆; thus, the frequency-

deviation estimator is given by:

∆̂ = argmax
∆

[

κ1

(

|Ĉ0|2 + |Ĉ+|2 + |Ĉ−|2
)

+Real
{

κ∗
2

(

Ĉ2
0 + 2Ĉ+Ĉ−

)}]

. (26)

In order to avoid ambiguities, the estimates of ∆ are restricted to
[
−Nω0

2
, Nω0

2

)
.

3.3. Special case: perfectly balanced system

For the special case of a perfectly balanced system, the three-phase

voltages satisfy Vae
jϕa = Vbe

j(ϕb+
2π
3

) = Vce
j(ϕc−

2π
3

). There-

fore, for this case C0 = 0, C− = 0, and the model in (15)-(17) is
reduced to







ν0 = w0

ν+ = PC+e1 +w+

ν− = QC∗
+e2 +w−

. (27)

The model in (27) indicates that for balanced systems the zero-

sequence is a noise-sequence and the positive and negative se-

quences create sinusoidal signals. For the balance case, we only

estimate C+ and the zero and negative phasors are zero. There-

fore, (20) implies that the ML estimator of the three phasors for the

balanced case are given by

Ĉ
(b)
0 = 0, Ĉ

(b)
+ =

z+
κ1

, Ĉ
(b)
− = 0. (28)

4. LOW-COMPLEXITY FREQUENCY ESTIMATION

In practice, since theML estimator of the frequency-deviation in (26)

is based on a high complexity maximum-search, many other low-

complexity frequency estimation methods are used in power sys-

tems (e.g. [1, 17, 8, 25]). In this section, we propose a suboptimal

frequency-deviation estimator based on a recursive formulation of

the symmetrical components. It is shown that the phasor sequences

can be described by an AR model and then, the WLS method is used

for frequency estimation. The proposed method does not require

phasors estimation.

The positive-sequence phasor measurement observation model

in (8) can be rewritten recursively as

V+[k] = e−jγa(∆)V+[k − 1]− e−j2γV+[k − 2]

+W+[k]− e−jγa(∆)W+[k − 1] + e−j2γW+[k − 2], (29)

k = 2, . . . ,K − 1, where

a(∆) = 2 cos

(

γ
ω0 +∆

ω0

)

. (30)

The model in (29) is a second-order complex linear AR model where

the complex coefficients are functions of∆. The recursive model in

(29) forK unwhitened phasor measurements of the three symmetri-

cal components can be written in matrix form as follows:





E1ν̃0

E1ν̃+

E1ν̃−



 = a(∆)





E2ν̃0

E2ν̃+

E2ν̃−



+wAR[k], (31)
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where

E1
△
=








e−j2γ 0 1 0 . . . . . . 0
0 e−j2γ 0 1 0 . . . 0

. . .
. . .

. . .
. . . . . . 0

0 . . . 0 e−j2γ 0 1







,

E2
△
=








0 e−jγ 0 . . . 0
0 0 e−jγ 0 . . . 0

0 . . .
. . . . . . 0

0 . . . 0 e−jγ 0







.

The noise term, wAR[k], k = 0, . . . ,K − 1 is zero-mean Gaussian
noise with a covariance matrix





T 0 0

0 T 0

0 0 T



 ,

where T
△
= (E1 − a(∆)E2)R(E1 − a(∆)E2)

H . The weighted
least-squares (WLS) estimation of a(∆) based on the recursive

model in (29) and the separability of the problem is given by

â(∆) =
(

ν̃
H
0 E

H
2 T

−1
E2ν̃0

+ν̃
H
+E

H
2 T

−1
E2ν̃+ + ν̃

H
−E

H
2 T

−1
E2ν̃−

)−1

×
(

ν̃
H
0 E

H
2 T

−1
E1ν̃0 + ν̃

H
+E

H
2 T

−1
E1ν̃+

+ν̃
H
−E

H
2 T

−1
E1ν̃−

)

. (32)

It can be seen that in order to compute the WLS estimator of a(∆) in
(32) we use the matrix T, which is a function of a(∆). Hence, this
estimation is used iteratively by first estimating a(∆), then substitut-
ing the estimator in T and vice versa, where the initial estimate can

be determined by using state-of-the-art frequency estimation meth-

ods or simply set to ∆ = 0. Finally, according to (30), we estimate
the frequency-deviation by:

∆̂ = ω0/γ cos−1 (â/2)− ω0,

where cos−1(·) is the inverse cosine function. The convergence

properties of the proposed iterative method should be done in a fu-

ture research.

5. SIMULATIONS

We consider a single PMU and sampling rate of N = 48 samples

per cycle of the nominal grid frequency, ω0 = 2π · 60. The perfor-
mance is evaluated using 500 Monte-Carlo simulations and K = 8
frequency samples. The frequency of the input signal is assumed

to have a ∆ = 2.5 · 2π offset from the nominal-frequency. The

signal-to-noise ratios (SNR) is defined as SNR =
V 2
a
+V 2

b
+V 2

c

σ2 . The

voltage magnitudes and phases are considered as Va = Vb = 1,
Vc = βVa p.u. and ϕa = π

4
, ϕb = ϕa − 2π

3
, ϕc = ϕa + 2π

3
+ ǫ.

Single-phase voltage magnitude and angle unbalance is considered

by setting β = 0 and ǫ = 0. These parameters are suitable for a
contingency scenario.

In Fig. 1, we present the MSE of the unbalanced and balanced

ML estimators of the zero, positive, and negative phasors, Ĉ0, Ĉ+,

Ĉ−, Ĉ
(b)
0 , Ĉ

(b)
+ , and Ĉ

(b)
− from (22), (23), (24), and (28), respec-

tively, for the aforementioned single-phase unbalanced case. It can

be seen that the MSE of the ML estimators that are taking into ac-

count the unbalances, is significantly lower than the MSE of the ML

estimators for the balanced case. The MSE of the balanced ML es-

timators is a constant, since they assumed as zero. Therefore, the

proposed estimation method can significantly improve the perfor-

mance of the proposed estimation method, based on balanced sys-

tem assumption. The MSE of the ML and low-complexity esti-

0 10 20 30 40

10
−4

10
−3

10
−2

10
−1

SNR [dB]

M
S

E

Ĉ
(b)
0

Ĉ
(b)
+

Ĉ
(b)
−

Ĉ0

Ĉ+

Ĉ
−

Fig. 1. The MSE of the ML phasors estimators forK = 8,N = 48,
∆ = 2.5× 2π, and for an unbalanced system.

mators of the normalized frequency-deviation, γ∆
ω0

, are presented in

Fig. 2 and their performance is compared to the MSE of the state-of-

the-art frequency-estimation method, which is based on the positive-

sequence and given by [7]:

∆̂s =
ω0

γ

1

K

K−2∑

k=0

angle (V+[k + 1])− angle (V+[k]) . (33)

It can be verified that for low-SNR, the state-of-the-art estimation

method performs well, while for high SNR the proposed low com-

plexity method is significantly better. The proposed low-complexity

frequency estimation method uses 3(K − 1) measurements of the
PMU output, while the ML uses 3K measurements. Therefore, the

proposed low-complexity model becomes more accurate when K
and/or SNR increases and its performance convergence to the ML

performance. Hence, it is demonstrated by these simulations that

asymptotically, there is no information loss. The MSE of the ML es-

timator is the lowest for any SNR but it suffers from high complexity

and is affected by the search resolution.

0 10 20 30 40
10

−8

10
−6

10
−4

10
−2

SNR [dB]

γ
∆

/ω
0
 −

  
M

S
E

ML

WLS

state−of−the−art

Fig. 2. The MSE of the normalized frequency-deviation, γ ∆
ω0
, esti-

mators for K = 8, N = 48, ∆ = 2.5 × 2π and for an unbalanced

system.
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