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ABSTRACT

Although several methods for action recognition have been proposed
in the literature, many of them have limitations in terms of appli-
cability in real-life situations. Despite satisfactory accuracy rates
achieved by a number of methods, an effective action recognition
system requires workability in real time. However, this feature usu-
ally comes along with certain loss in accuracy. In this paper, we
present a real-time action recognition method that achieves state-of-
the-art accuracy. By accumulating shape information over a slid-
ing window on the video frames, the method extracts and processes
silhouettes with little computational effort. Simple descriptors are
computed over the shapes and applied on a fast configuration of clas-
sifiers. Experiments are conducted on three public data sets and the
results demonstrate the effectiveness of the method in terms of accu-
racy and speed.

Index Terms— Action Recognition, Motion Shape, Real Time

1. INTRODUCTION

Automated human action recognition is fundamental in surveillance
tasks since human beings are susceptible to failure under stress and
repetitive conditions. Moreover, recordings are often just stored,
without any kind of verification, except in case of casualties.

An action consists of a single period of human movement – such
as walking or taking steps, waving hands and collapsing – and can
afterwards be used to infer the activities that occur in the video – for
instance, person tracking, jumping a turnstile or convulsing [1]. The
focus of this paper is on the domain of the actions.

One of the main challenges related to this context is the compu-
tational time required to process video frames, which often makes
it impossible to apply action recognition in real life situations. In
this work, we address this problem and show a solution that presents
state-of-the-art accuracy and operates in real time.

A very popular approach to the action recognition problem em-
ploys Spatio-Temporal Interest Points (STIP) [2, 3, 4, 5, 6, 7, 8, 9],
chosen as 3D corners or salient points. Some commonly used detec-
tors are [10, 11, 12]. Bag-of-Visual-Words are usually constructed
by clustering descriptors of the surroundings of the STIPs. Visual
words individually encode only appearance information.

Various attempts have been proposed to improve classification
rates by adding other types of data. In [4, 5], some additional geo-
metric information is aggregated to the descriptors. In [8], a covari-
ance matrix between the interest points is created. These methods
have achieved impressive correct recognition rates. However, they
usually present speed drawback, since the stages of finding interest
points and computing their descriptors are time consuming.
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Other popular approaches include shape analysis [1, 13, 14, 15,
16, 17, 18, 19]. This kind of method usually employs silhouette
or pose for action recognition, often allowing it to be performed
through a single static image. Most commonly, such works trans-
form the shapes into signatures. 2D Radon transform is used in [17].
The centroid of the silhouette is used in [1, 14, 15, 18, 19] and a
signature is generated by applying distance functions to each sil-
houette point in a radial scheme. Some advantages of shape anal-
ysis include its simplicity and easiness to compute representations,
still being rich enough to represent actions. The drawback is that
meaningful silhouettes may be difficult to acquire, relying mainly
on background subtraction or frame difference – which usually fails
when only a part of the body, or none, moves.

It is noticeable that the methods that work in real time have
achieved smaller correct recognition rates than most of the oth-
ers. Tables 1 and 2 show such fact by comparing these meth-
ods [1, 15, 18, 20, 21] to the others, which have only showed good
results in the simplest data sets.

Method Data Set

KTH Weizmann

Ryoo and Aggarwal (2009) [2] 93.8 -
Sun et al. (2009) [3] 94.0 97.8
Wang et al (2009) [20] - 93.3
Ta et al. (2010) [4] 93.0 94.5
Raja et al. (2011) [13] 86.6 -
Hsieh et al. (2011) [14] - 98.3
Bregonzio et al. (2012) [5] 94.3 96.7
Junejo and Aghbari (2012) [21] - 88.6
Zhang and Tao (2012) [6] 93.5 93.9
Onofri, Soda (2012) [7] 97.0 -
Chaaraoui et al. (2013) [15] - 90.3
Ji et al. (2013) [22] 90.2 -
Guo et al. (2013) [8] 98.5 100
Moghaddam and Piccardi (2013) [23] - 96.8
Alcântara et al. (2013) [1] - 94.6

Table 1. Comparison of correct prediction rates (in percentage) for
KTH and Weizmann data sets.

In this paper, we contribute with a lightweight real-time de-
scriptor for human action recognition based on motion shapes. It
has achieved state-of-the-art accuracy in three popular public data
sets (Weizmann [25], KTH [26] and MuHAVi [16]) comparable to
slower, more complex descriptors.

The segmentation process and the input information processing
is explained in Section 2. The proposed action recognition method-
ology is described in Section 3. Section 4 presents and discusses
the results obtained by applying the method to three public data sets.
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Method Data Set

MuHAVi MuHAVi8 MuHAVi14

Wu et al. (2010) [9] 69.2† - -
Moghaddam and Piccardi (2010) [24] 80.4 - -
Singh et al. (2010) [16] - 82.4 97.9
Karthikeyan et al. (2011) [17] 88.2 - -
Cheema et al. (2011) [18] - 95.6 86.0
Moghaddam and Piccardi (2013) [23] 92.0 - -
Chaaraoui et al. (2013) [15] - 97.1 91.2
Chaaraoui and Flórez-Revuelta (2013) [19] - 100 98.5

†Experiments conducted by [17].

Table 2. Comparison of correct prediction rates (in percentage) for MuHAVi and its manually annotated sub-datasets, MuHAVi14 and
MuHAVi8.

Section 5 concludes the paper and includes some directions for fu-
ture works.

2. CUMULATIVE MOTION SHAPES

A motion shape is the moving part of an action in a given frame of a
video sequence. In a perfect scenario, the motion shapes correspond
to the silhouettes of the actors. However, extracting good silhouettes
from videos is a challenge and there is still no algorithm that extracts
them well enough in an acceptable time. We refer to them as motion
shapes since errors are acceptable. For example, if a person moves
only their arms, the only movement segmented would be the shape
of an arm.

For the foreground segmentation, the background subtraction
described in [27] is used. Frames with outlier values are discarded;
a frame is considered outlier when the bounding box shows little
movement, no movement at all, or when the movement occupies a
very large portion of the frame – usually due to camera movement
or a sudden change of light conditions; an adaptive background sub-
traction is capable of relearning the background. To avoid losing im-
portant parts of the shape, a morphological reconstruction is done, so
that disconnected parts of the actor are put together. It can be seen in
Figures 1 (a)-(d) that parts from the back, leg and feet are reattached
to the shape.

(a) Frame 1 (b) Frame 2 (c) Frame 3

d) Frame 4 (e) CMS (f) CMS from kick action

Fig. 1. (a)-(d) Examples of poorly extracted foreground from smash
object action; (e) CMS from joining previous images; (f) CMS from
kick action. All images extracted from MuHAVi data set.

The cumulative motion shapes (CMS) are the simple union of all
the motion shapes extracted from the video frames in a given sliding
window. The CMS for the k-th frame of a sequence (Mk) is given
by Equation 1, where n is the size of the sliding window and Si is
the motion shape of the i-th frame.

Mk =

k⋃
i=k−n

Si (1)

Different actions often have common poses. The CMS adds tem-
poral information to poses without raising dimensionality, therefore,
neither requiring more processing nor memory usage. In the case of
mis-segmentation, the CMS sometimes gather the broken portions
of movement, setting up a meaningful shape. Examples of CMS are
shown in Figures 1 (e)-(f).

3. METHODOLOGY

The methodology proposed in this work is illustrated in Figure 2. Its
main stages are explained in details as follows.

Initially, Cumulative Motion Shapes (CMS) are extracted
(step ’a’) from the video stream. A person, when is performing some
action, can move a body part more or less than other person perform-
ing the same action, so the entire cloud of points can give false clues
about the action. Because of that, there must be an adequate sam-
pling over this cloud (step ’b’) and, additionally, it is needed a way
to correlate the points between distinct frames.

3.1. Bounding-box key points and interest point strategy

To acquire the interest points (step ’c’), the main idea is to select
extreme points on CMS; the extreme points are the nearest points
from some key points fixed on the bounding box. The key points
are equally distributed along the bounding box sides, as shown in
Figure 3(a). The number key points can be parameterized, however,
it is the same over all video streams used in the training process.

The four corners of the bounding box are denoted as ca, cb, cc
and cd. The k-th subdivision (pk) between two adjacent corners,
cx and cy , is represented by Equation 2, where D is the number
of bounding box subdivisions on the edge between the two corners.
The points are treated as vectors for the operations.

pk =
k.(cx − cy)

D
+ cx (2)
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Fig. 2. Diagram illustrating the main stages of the proposed methodology.

The bounding box sides are divided by a fixed number, which
does not need to be the same for all four sides. Eventually, it can
be interesting to use a distinct number for horizontal and vertical
sides. This is because the CMS can have more information disposed
in vertical than the horizontal direction.

A video sequence contains one CMS for each frame. The CMSs
from the sequences are sampled for the training. A constant number
of valid CMSs is considered to create the final descriptor (step ’d’).
There is no precedence order between distinct CMS from the same
video stream.

Extracting multiple samples from a same sequence helps learn-
ing actions starting from any part of its period – for example, a walk-
ing action may start with the two feet together or with after a step has
already been taken.

The centroid of the CMS is found and the final descriptor is con-
structed from the set of coordinates of the interest points previously
computed by using the centroid as the origin and normalized in rela-
tion to the bounding box.

...

...
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...
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(a) bounding box subdivision (b) feature extraction

Fig. 3. Interest points. (a) scheme illustrating how the control points
are found in the bounding box; (b) characterization of the interest
points by the distances from the CMS to the control points.

3.2. Multi-training

A set of CMSs are extracted from each video sequence. Each one
is used in the training independently. In other words, each video

stream will populate the same classification machine (step ’e’) N
times, where N is a constant value defined by the user.

Similarly, when a prediction is made, a set of descriptors sam-
pled from the test sequence is computed. Each one is used to a dis-
tinct prediction. Then, the classifier answers with which action each
descriptor fits well. Each prediction works as a vote and the one that
appears most of the times (step ’f’) is the final verdict. The creation
of the descriptor is the same both for training and testing.

4. EXPERIMENTAL RESULTS

Experiments were conducted on three data sets: Weizmann, KTH
and MuHAVi. All the experiments were performed by using the
proposed multi-training in K-Nearest Neighbor (K-NN) and multi-
class Support Vector Machines (SVM). The latter one, in some cases,
achieved better accuracy, however, K-NN works considerably faster.

Classification time through K-NN is more sensitive to the num-
ber of training samples, whereas, for the (multi-class) SVM, the clas-
sification time is more sensitive to the number of trained classes.
Hence, the number of training samples extracted from each sequence
may vary depending on the classifier.

All the measured times were found by taking the average of 5
runs. The machine used was an i7 (3.5 GHz) computer and no par-
allelism mechanism was implemented. The feature extraction was
coded in C++ programming language with OpenCV library. The
classification code was written separately in R package through the
machine learning libraries e1071 and kernlab.

4.1. Weizmann Data Set

Weizmann [25] is an action data set consisting of 10 classes, with
9 actors performing each action, sometimes with some actors per-
forming them more than once, totalling 93 videos. The frames are
captured at 25 FPS, size of 180 × 144 pixels. All the actions occur
in the same, static, background.

The Weizmann data set has a total of 5,701 frames, 228.04 sec-
onds at 25 FPS. The extraction of the features from the frames took a
total time of 4.85 seconds – average of 1,175.95 FPS. The CMS are
constructed by using 4 frames and the number of samples extracted
for each sequence for K-NN is 30, while the best value is 23 for
SVM. Accuracy rates and classification times are shown in Table 3.
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SVM K-NN

Classification time (ms) 3 3
Accuracy rate (%) 96.77 95.70

Table 3. Accuracy rates (in percentage) and classification time (in
milliseconds) for Weizmann data set.

4.2. KTH Data Set

KTH [26] is an action data set consisting of 6 classes, with 25 actors
performing each action, in 4 different scenes, with the exception of
one person, that perform one action (hand clapping) in only 3 scenes,
totalling 599 videos. The frames were captured at 25 FPS, size of
160 × 120 pixels. Most videos have camera movement – zooming,
panning and tilting. Camera movements are serious threats for de-
scriptors based on silhouettes or motion shapes whatsoever, making
this data set a challenge for the method.

The KTH data set has a total of 289,715 frames, 11375.32 sec-
onds at 25 FPS. The extraction of the features from the frames took
a total time of 1347.38 seconds – average of 215.02 FPS. The CMS
are constructed using 12 frames and the number of samples extracted
for each sequence is 40. Accuracy rates and classification times are
shown in Table 4.

SVM K-NN

Classification time (ms) 43 23
Accuracy rate (%) 90.11 88.78

Table 4. Accuracy rates (in percentage) and classification time (in
milliseconds) for KTH data set.

4.3. MuHAVi Data Set

MuHAVi [16] (Multicamera Human Action Video Data) is a multi-
view data set consisting of 17 classes, with 7 actors performing each
action, totalling 119 videos. The actions occur in a closed scenario,
with 8 cameras surrounding it. Since this work does not focus on
multiviewing, only one camera is used, the camera 4, which cap-
tures the action from the side. The frames were captured at 25 FPS,
size of 720× 576 pixels.

The optimal number of shapes accumulated to build the CMS is
40. It is higher than the other data sets since the actions in MuHAVi
are more complex and need much more computational time to take
place. Therefore, the actions require many frames to characterize
them. For instance, the climb ladder action consists of a person
walking towards a ladder, climbing it up, down, and then walking
away from it. The number of samples used per sequence used with
K-NN is 40, whereas 50 were used with SVM. Accuracy rates are
shown in Table 5.

The MuHAVi has a total of 134,085 frames, 5,368.16 seconds at
25 FPS. The extraction of the features from the frames demanded a
total time of 2,850.29 seconds – average of 47.04 FPS. Classification
times are shown in Table 5.

The data set has a subset of manually annotated sequences
(MuHAVi-MAS), in which the frames are binary images of the sil-
houette locations. It is divided into 14 primitive actions and it is
usually called MuHAVi14 in the literature. This subset, however,
has some actions that vary only in direction – for example, run left
and run right – that are rearranged together, forming another subset

with 8 classes, called MuHAVi8. The actions were annotated from
cameras 3 and 4; in this case, again, only camera 4 is used.

The manually annotated subsets consist of shorter sequences,
with simpler actions. Therefore, their actions are better described by
CMS constructed by fewer frames. Moreover, since the segmenta-
tion was done manually, the CMS loses their restoration importance.
The number of frames used in the CMS is 5 and the number of sam-
ples used per sequence is 12. Accuracy rates are shown in Table 5.

Since MuHAVi8 and MuHAVi14 have the same video se-
quences, in different classes, their feature extraction computational
time results are the same. The entire sub-datasets have 3,969 frames,
158.76 seconds at 25 FPS. The total extraction of the features from
the frames demanded an average time of 19.54 seconds – average
of 203.12 FPS. The classification times differ depending on the ma-
chine, since the data sets have different numbers of classes. Compu-
tational times for classification are shown in Table 5.

Accuracy (%) Time (ms)

Data Set SVM K-NN SVM K-NN

MuHAVi 84.87 89.08 259 6
MuHAVi14 91.18 94.12 48 1
MuHAVi8 98.58 100 14 1

Table 5. Accuracy rates (in percentage) and classification time (in
milliseconds) for MuHAVi data set.

5. CONCLUSIONS

Once individual motion silhouettes can not provide sufficient infor-
mation to learn video actions, the method introduced and discussed
in this paper is based on cumulative motion shapes (CMS), which
aggregate temporal information to silhouettes.

Actions can be performed by different actors and with distinct
starts. Because of that, correlating an order to CMS can be a com-
plex task. Multi-training avoids such problem by using each CMS
independently in the training process and considering each one such
as a unique vote in the prediction judgment. The multi-training and
judgment process are responsible for providing higher accuracy to
the system.

The method was tested on three commonly used data sets and
produced state-of-the-art accuracy (Tables 1 and 2), even on KTH
data set (Table 4), which contains unrealistic camera movement, es-
pecially for surveillance, where cameras are mostly fixed. Experi-
ments also demonstrated proper results on MuHAVi (Table 5), which
is a difficult data set, since some sequences contain people walk-
ing around in the background or arranging the scenario and most
videos include parts when the actor performs actions different from
the one labeled (mostly walking), increasing inter-class similarities
along the sequences. Finally, the method obtained high accuracy
rates for Weizmann data set (Table 3) with impressive speed rate.

The real-time execution achieved by the method is due to the
fast acquisition for CMS over a window of frames and the efficient
interest points selection by using the bounding-box nearest points.
Hence, the developed method can be applied in behavior analysis
and surveillance.

Directions for future work include the evaluation of our descrip-
tion scheme in other classification problems, once it can produce
results as good as STIP appearance-based descriptor used in many
works, such as [2, 3, 4, 5, 6, 7, 8, 9].
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