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ABSTRACT

Reflections can play an important role in human perception of
sound. While they can positively contribute to the perceived sound
quality, they may also interfere with the reproduction of, for exam-
ple, crosstalk cancelled binaural sounds through loudspeakers. In
this paper, we study the influence of 1st and 2nd order reflections
on a crosstalk-cancelled desktop reproduction system, through an
analysis of the interaural time differences. The direct and reflected
sounds are calculated using an image-source model. Meanwhile,
the crosstalk cancellation filters are calculated assuming anechoic
conditions, and therefore proper sound reproduction is now ques-
tionable. In this scenario, the reflections are found to introduce
changes in the interaural phase differences and in the interaural
group delay. These changes are analyzed and the possible effect
on sound localization is investigated using a subjective localization
experiment. The results indicated that for the studied setup, the
localization accuracy was, practically, unaffected by the low order
reflections.

Index Terms— Interaural time differences, crosstalk cancella-
tion, interaural phase delay, interaural group delay, image model.

1. INTRODUCTION
Binaural reproduction is based on the assumption that by properly
controlling the sound pressures at the ears of the listener, any vir-
tual sound event can be simulated [1, 2]. In order to properly re-
produce binaural signals through loudspeakers, however, one needs
to compensate for the acoustic transfer functions (ATFs) between
the loudspeakers and the contralateral ears. This can be achieved by
incorporating crosstalk cancellation filters (CCFs) into the reproduc-
tion chain. Most crosstalk cancellation systems (CCSs) are designed
using free-field (anechoic) measurements of the ATFs from the loud-
speakers to the ears. When a CCS is used in a reverberant environ-
ment, however, there is a mismatch between the anechoic ATFs used
to compute the CCFs and the ATFs in the reproduction environment

Reflections are generally known to affect the localization ability
of humans [3, 4, 5]. The effect of a single wall or ground reflection
was studied in [6], where they found that: a) the values of the binau-
ral cues in the presence of reflections are extended beyond their ane-
choic range, and b) the reflections distort the interaural time differ-
ences (ITDs) at the ears of the listener depending on the time delay
between the direct and reflected sounds. In the context of crosstalk
cancellation, it has been shown that reflections can considerably de-
grade the crosstalk cancellation performance [7, 8], and affect the
localization accuracy of virtual sources [8].
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Fig. 1. Diagram of the desktop reproduction setup. Each loud-
speaker gives rise to three 1st order and six 2nd order reflections.
Thus, 18 reflections are calculated for each ear. Some of these re-
flections are shown in the above diagram with dashed lines.

To properly reproduce binaural signals using a CCS, it is im-
portant to reproduce the correct ITDs at the ears of the listener [9].
Since the ITDs are affected by reflections, in this paper we examine
the influence of low order reflections on the ITDs and on the abil-
ity to localize a virtual sound source. In the frequency domain, the
ITDs correspond to interaural phase differences (IPDs) and interau-
ral group delays (IGDs). The IPD is defined as the difference of
the phase delays, and the IGD as the difference of the group delays,
between the signals at the ears of the listener. The phase delay cor-
responds to a frequency-dependent time shift of the carrier, and the
group delay to a frequency-dependent time shift of the envelope of a
signal [2, 10]. Moreover, both the IPD and IGD are cues used for lo-
calization, especially at low frequencies, where the ITDs are known
to be a dominant localization cue [11]. Another important factor is
the audibility of the IPDs, which has been studied in [12, 13]. The
lowest thresholds of audibility have been found to be in the low fre-
quencies of up to 1 kHz, while it has been suggested that the IPDs
mainly result to spatial changes of the sound [13]. In practice, these
changes might be critical for the localization of the source.
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This paper is organized as follows: In Section 2, we present the
virtual reproduction environment and the models used in the simu-
lations. In Section 3, we analyze the IPD and IGD of the simulated
signals at the ears of the listener. In Section 4, we study the effect on
localization through a subjective sound localization experiment. In
Section 5, we summarize the paper and draw some final conclusions.

2. VIRTUAL REPRODUCTION ENVIRONMENT

2.1. Signal Model
Figure 1 shows a diagram of a two-channel CCS in a typical desktop
reproduction setup, where the listener is symmetrically positioned
with respect to the loudspeakers. The input of the system are the
binaural signals Di that correspond to a virtual source at a position
around the listener. These binaural signals are calculated by con-
volving a virtual source signal with HRTFs. In this study, these were
HRTFs from a KEMAR manikin measured with a source at 2 m dis-
tance [14]. For the setup of Fig. 1, only 1st and 2nd order specular
reflections were considered, while the reflecting surfaces (desk, left
wall, right wall) were assumed to be of infinite extent.

In the absence of reflections, the sound signals that reach the
listener can be defined in the frequency domain as:
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where Vi represents the sound pressure at the i-th ear of the listener,
Di the i-th binaural signal, Hi j the ATFs from the j-th loudspeaker to
the i-th ear, and Ci j the corresponding CCFs. In (1) the dependence
on the angular frequency w is omitted for brevity. The CCFs are cal-
culated here for an anechoic setup, where only the direct path ATFs
(Hi j) are present. In such a scenario, perfect crosstalk cancellation
is obtained when v = d, i.e., H ·C = I. In this study, the CCFs were
computed using the fast deconvolution method proposed in [15].

Equation (1) does not adequately describe the signals that the
listener actually perceives in the non-anechoic reproduction setup
shown in Fig. 1. In this scenario, the reflected path ATFs between
the loudspeakers and the ears also need to be taken into account.
This is done by defining eH as:
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eHi j represents an ATF including both the direct and reflected paths
to the ears. Each loudspeaker ( j) gives rise to three 1st order and six
2nd order reflections, which arrive at each ear (i). The index q corre-
sponds to the surface on which a reflection has last impinged before
reaching the listener, and p is used for indexing the reflections. For
the calculation of the ATFs Hi j and H pq

i j , the spherical head model
of [16] was adopted, and modified to include the propagation delay.

Following the above definition, the loudspeaker signals are ob-
tained by passing the binaural signals through the CCFs. The signals
at the ears of the listener are calculated as the superposition of the
direct and reflected loudspeaker signals. The CCFs are still calcu-
lated using only the anechoic ATFs (Hi j), i.e., reflections are not
taken into account. In other words, there is a mismatch between the
CCFs and the actual ATFs between the loudspeakers and the ears of
the listener. This mismatch can degrade the crosstalk cancellation
performance and distort the sound perceived by the listener [7, 8].

2.2. Reflection Model
A modified version of the image method [17] was used to simulate
the reflections, by considering a reflection factor that is dependent on

frequency and source angle (see (3)). Each reflection corresponds to
an image source, for which the position is calculated using the geo-
metric reflection model found in [6]. Each image source reproduces
an altered version of the signal of the corresponding loudspeaker,
which is calculated in the frequency domain by multiplying the orig-
inal signal with a spherical reflection factor Q. Meanwhile, the loud-
speakers are modelled as point sources. Following the above, the
signals at the left and right ear of the listener are calculated as the
sum of the direct loudspeaker signals and the reflected image source
signals. According to the acoustical model of reflections on natural
surfaces, also found in [6], Q is defined as:

Q(w,s) = R(w,s)+ [1�R(w,s)]F(w), (3)

where R is the plane wave reflection coefficient, F(w) is a “bound-
ary loss factor”, and w is the “numerical distance” [6]. As is shown
in (3), Q is dependent on the angular frequency w, as well as the
so-called surface flow resistivity s, which is a parameter that char-
acterises the reflection of a surface. Using empirically measured s
values, one can calculate the specific acoustic impedances (Z1, Z2),
and wave numbers (k1, k2) of the air and reflection surfaces, which
are used in the calculation of R. The latter is also dependent on the
position of the image source [6].

3. ANALYSIS OF THE IPD AND IGD
The virtual reproduction environment described in the previous sec-
tion is used to investigate the behaviour of the signals at the ears of
the listener. In the following analysis, the virtual sources are posi-
tioned only in the horizontal plane and the virtual source signal con-
sists of an impulse. The loudspeakers are placed at 1 m in front of the
listener, with spans of 30� or 60�. The desk, is placed 0.57 m below
the head, and the distance to the left and right wall is, respectively,
1.5 and 3 m. The desk is assumed to be made of wood fiberboard
with s = 1.5 ·105, and the walls are assumed to be made of plastered
brick surfaces with s= 106. These values were calculated according
to the formulas and porosity values found in [18].

In the studied reproduction setup, the position of the listener, the
head orientation, and the position of the loudspeakers (that give rise
to reflections) are all fixed. This means that regardless of the virtual
source angle, the reflections always arrive at the ears at the same
time. The only thing that changes with every angle is the amplitude
and phase of the signals that the loudspeakers reproduce, which, in
turn, create different reflection signals. Additionally, the reflection
signals in the case of 60� loudspeaker span, are stronger than in the
30� span, since the sources are closer to the reflecting walls and thus
there is less propagation attenuation for the sound signals.

3.1. Analysis
In our analysis the IPD and IGD were calculated from the summation
of the direct and reflected sound signals that arrive at the left and
right ears. The IPD is defined as the difference of the phase delays
between the signals, and the IGD as its derivative:
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where fi(w) is the phase of the corresponding aforementioned sig-
nals. These frequency-dependent cues are important for localization,
and they also dependent on the angle of the virtual source.

Figure 2 shows the maximum IPDs (as perceived by the listener)
as a function of the virtual source azimuth. The average thresholds
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Fig. 2. Maximum absolute IPDs found between all possible az-
imuths. The average thresholds of audibility for headphone repro-
duction reported in [12, 13], are also plotted for comparison.

Fig. 3. IGD values as a function of frequency and virtual soure az-
imuth for 30� loudspeaker span.

of IPD audibility reported in [12, 13] for the headphone reproduc-
tion case are also plotted in the same graph for comparison. As can
be seen, the IPDs that the reflections created are well below these
mean thresholds of audibility. The calculated IGD values are shown
in Fig. 3 as a function of frequency and virtual source azimuth for
a loudspeaker span of 30�. A similar result was obtained for the
span of 60�. A ‘ringing’ behaviour can be observed in Fig. 3 over
all azimuths. This ‘ringing’ seems to be symmetric between left
(0��180�) and right (180��360�) positions, especially for frequen-
cies higher than 1 kHz. At lower frequencies, the ‘ringing’ exhibits
wider peaks, as well as a more pronounced effect on the right-side
positions. The latter can be explained by the fact that the left wall is
simulated at a close distance (1.5 m), and, therefore, contributes to a
larger-than-intended left ear signal for those right-side azimuths.

The IPDs that were found are small enough to point to the hy-
pothesis that the phase changes due to reflections will not be detected
by most of the listeners. On the other hand, the IGD values found
are much larger than the minimum IGD values that can cause a lat-
eral shift of the auditory image, as reported in [10]. The latter, along
with the fact that the low frequencies are more critical for the ITDs
to be used as localization cues [11], point to the need for further
investigation. This is done next through a localization experiment.

Azimuth [�] 0 30 60 90 120 150
binaural 64.2 50.8 26.4 16.0 23.2 36.2

direct 64.9 47.9 26.7 14.4 20.2 32.6
direct + reflected 54.5 49.2 25.0 14.4 24.1 34.2
overall (w/ FB) 61.2 49.3 26.0 14.9 22.5 34.3
overall (w/o FB) 5.7 26.7 19.2 14.9 17.1 19.6

Azimuth [�] 180 210 240 270 300 330
binaural 66.6 34.3 20.4 13.5 25.8 49.9

direct 71.9 26.7 23.5 14.8 25.6 50.5
direct + reflected 71.1 32.4 21.1 12.6 27.8 48.2
overall (w/ FB) 69.9 31.1 21.7 13.7 26.4 49.5
overall (w/o FB) 7.4 19.7 17.1 13.7 20.5 26.4

Table 1. Mean absolute localization error (in �) for different scenar-
ios. The overall error is calculated with and without the front-back
(FB) confusions. 0� correspond to a source directly in front of the
listener, while azimuth increases counter-clockwise. The resolution
of the answering interface was 10�.

4. LOCALIZATION EXPERIMENT
4.1. Design
An experiment was conducted to examine the localization accu-
racy in the presence of low order reflections. The experiment
took place in a soundproofed listening booth in the facilities of
Fraunhofer IIS. Sound reproduction was through the open-type
STAX SR-Lambda Professional electrostatic headphones, connected
to a STAX SRM-600 amplifier. The headphones simulated the loud-
speaker reproduction conditions depicted in Fig. 1. In other words,
the listeners were directly presented with a simulation of the ear
signals that would occur under the depicted conditions.

Male speech, pink noise, and castanets, were rendered under
three scenarios for comparison: a) plain binaural signals (binaural),
b) crosstalk cancelled binaural signals containing only the direct sig-
nals of the loudspeakers (direct), and c) crosstalk cancelled binaural
signals containing the direct and reflected signals of the loudspeak-
ers (direct + reflected). For each of these 9 stimuli, a total of 12
azimuths (0� : 30� : 330�) were played. The order of presentation of
the different stimuli was randomized across subjects using 9x9 Latin
squares [19], while the order of each set of 12 azimuths was random-
ized in every test. The stimuli were also evaluated for reproduction
conditions of 30� or 60� loudspeaker span.

Twelve volunteers between the ages of 23 and 41, with a median
age of 28, participated in the experiment. The subjects were either
students or researchers in the field of audio, some were aware of
the purpose of the experiment, none had knowledge on the details,
and almost none were familiar with localization experiments. The
location was entered through a graphical user interface that displayed
a picture of a head surrounded by azimuths distributed in 10� steps.
The experiment consisted of a 15-minute training, and four main
sessions of 10 minutes each. The training and main sessions were
taken on different days, while each subject took two sessions per
day. Two of the sessions included sounds under 30�, and the other
two sounds under 60� loudspeaker span. The order of these sessions
was randomized across subjects using 4x4 Latin squares.

4.2. Results
The results of the localization experiment are shown in Fig. 4, where
the combined answers of all subjects (5184 in total) are plotted,
grouped by sound, scenario, and loudspeaker span. The answers
are distinguished into normal answers (blue ‘x’ markers) and front-
back (FB) confusions (red ‘+’ markers). An answer is regarded as
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Fig. 4. Combined answers of all the subjects of the localization experiment, grouped by sound, scenario, and loudspeaker span. For each of
the presented azimuths, the mean perceived azimuth and its deviation are plotted. The answers are separated into normal answers (blue ‘x’
markers) and front-back confused answers (red ‘+’ markers). The results of the castanets are omitted, but were found to be very similar.

a FB confusion if its azimuth corresponds to the symmetric position
of the correct answer’s azimuth in the opposite hemisphere (front or
back) and up to ±20� from it. Taking into account the considera-
tions mentioned in [20], an exception is made for the azimuths up to
±15� from the 90� and 270� positions, where incorrect answers are
considered as normal errors.

The plots of Fig. 4 did not reveal any significant differences
in the localization performance between the various cases. The
results were, therefore, further analysed with the help of statistical
analysis. A multi-factor analysis of variance (ANOVA) was carried
out, with the absolute localization error as the dependent variable,
and the sound, scenario, loudspeaker span, presented azimuth, and
their 2- and 3-way combinations as independent variables. The
only parameters that were found to have a significant effect (at the
0.05 level) on the absolute localization error were: a) the loud-
speaker span (F1 = 5.871, p = 0.015), and b) the presented azimuth
(F11 = 74.749, p < 0.001). In the pairwise comparisons, the 60�
loudspeaker span showed a mean absolute error 3� smaller than
the 30� span (p = 0.015), which is for most applications insignifi-
cant. Regarding the presented azimuth, 55/66 pairwise comparisons
showed a statistically significant difference in the mean absolute
error (p  0.024). This mean absolute error is shown in Table 1 for
each presented azimuth. It can be seen that the biggest errors appear
for the 0� and 180� positions when the FB confusions are included,
but when the FB confusions are removed from the answers, the
biggest errors are noted for azimuths between the center (0�, 180�)
and side positions (90�, 270�). It is also noted that most of the FB
confusions were observed in the 0� and 180� azimuths.

The analysis of the results suggests that the localization perfor-
mance of the listeners was not affected by the sound (speech, pink
noise, castanets), scenario (binaural, direct, direct+reflections), or
loudspeaker span. The only factor that actually influenced local-
ization was the presented azimuth. In fact, the effect of the source

position on the localization performance (Table 1) matched the be-
haviour that is expected from the natural limitations of human hear-
ing [2]. This result also confirms the observed similarity of the plots
of Fig. 4, where small differences between the plots can now be at-
tributed to random errors. Finally, the FB confusions did not seem
to increase with the addition of reflections. In fact, they constituted
⇠17% of the answers in every scenario, and therefore, they can only
be attributed to the limitations of headphone reproduction and the
use non-individualized HRTFs.

5. DISCUSSION

The presence of reflections is generally known to interfere with
sound reproduction and perception. More specifically, reflections
can deteriorate the performance of a CCS [7], and/or the sound
localization accuracy [8]. In this paper, we investigated this matter
further by analysing the ITDs and evaluating the localization ability
of listeners in the presence of 1st and 2nd order reflections using a
headphone-simulated desktop reproduction setup. In our study, we
observed that the reflections created only small changes in the IPDs
of the signals that arrive at the ears of the listener. This suggested
that the localization ability would not be disturbed by the presence
of reflections. On the other hand, reflections were found to cause
a big variation of the IGD, which could affect the sound localiza-
tion accuracy. This was further investigated through a subjective
localization experiment. Contrary to [8], the results of the experi-
ment showed that the reflections did not have a significant influence
on the localization accuracy, which also hints to a well-behaved
performance of the CCS in a moderately reverberant environment.

The effect of reflections on binaural reproduction through loud-
speakers (real or simulated) in different environments is a topic for
future research. In addition to crosstalk cancellation performance
and sound localization, the evaluation of sound attributes, such as
the perceived width of the sound source, should be investigated.
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