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ABSTRACT

This paper proposes new objective similarity metrics for
scenic bilevel images, which are images containing natural
scenes such as landscapes and portraits. Though percentage
error is the most commonly used similarity metric for bilevel
images, it is not always consistent with human perception.
Based on hypotheses about human perception of bilevel im-
ages, this paper proposes new metrics that outperform per-
centage error in the sense of attaining significantly higher
Pearson and Spearman-rank correlation coefficients with re-
spect to subjective ratings. The new metrics include Adjusted
Percentage Error, Bilevel Gradient Histogram and Connected
Components Comparison. The subjective ratings come from
similarity evaluations described in a companion paper. Com-
binations of these metrics are also proposed, which exploit
their complementarity to attain even better performance.

Index Terms— image similarity, objective metrics

1. INTRODUCTION

Objective image quality/similarity metrics, that make pre-
dictions consistent with human perception, are important
for many applications. They can be used to assess over-
all performance of image processing algorithms, and they
can play a role in the operation of such algorithms. For
color and grayscale images, many quality/similarity metrics
have been developed, e.g., SSIM [1]. CW-SSIM [2], RF-
SIM [3] and FSIM [4]. Moreover, a number of metrics have
been proposed just for textured images, including LBP [5],
STSIM [6–8] and LRI [9]. In perceptual image coding, simi-
larity metrics play an important role in preserving perceptual
quality while minimizing coding rate. For example, in [10],
a perceptual masking model is used to determine quantiza-
tion step sizes in sub-band coding. And in Matched Texture
Coding (MTC) [11], STSIM2 [7, 8] and LRI [9] help reduce
coding rate by measuring structural similarity between dif-
ferent image blocks. Such grayscale metrics can also provide
insight for designing bilevel similarity metrics.

On the one hand, metrics for grayscale images have some-
times focused on quality and sometimes on similarity, with
the latter referring to quality judged relative to a reference. On
the other hand, as discussed in [12], it is generally impossible
to judge the quality of a bilevel image without a reference.
Accordingly, in this paper we focus only on bilevel similarity

metrics, rather than quality metrics. While there have been
many proposed grayscale similarity metrics, the only bilevel
metrics of which we are aware are the widely used percent-
age error (PE), which is actually mean-squared error (MSE)
in the bilevel case, and the recently proposed SmSIM [13]. A
companion paper [12] has developed a database of distorted
images labelled with subjective similarity ratings with respect
to the originals and evaluated the performance of PE and Sm-
SIM via Pearson and Spearman-rank correlation coefficients.

In this paper, new bilevel similarity metrics are proposed
based on hypotheses about human perception. The new met-
rics perform significantly better than previous ones, as as-
sessed by Pearson and Spearman-rank correlation coefficients
with respect to the ground truth developed in [12].

In the remainder of the paper, Sec. 2 proposes the metrics.
Sec. 3 discusses performance and Sec. 4 concludes the paper.

2. BILEVEL IMAGE SIMILARITY METRICS

This section proposes several bilevel image similarity metrics,
all calculated within n×n windows sliding across the image,
for example, n = 32. The average of all window metric val-
ues gives the final similarity score.

The baseline metric is percentage error (PE). Though PE
treats all errors in all image windows equally, in fact, the vis-
ibility of errors depends significantly on their surroundings.
For example, an error can be masked if the surroundings are
“busy” in the sense that there are many nearby black-white
transitions. Each of the metrics proposed below is motivated
by some particular hypothesis about human perception. How-
ever, the basic metric structure of averaging sliding window
metric values is motivated, to a large degree, by the hypoth-
esis that if the window size is of the order of foveal vision,
which is typically around two degrees [14, p. 7], then what
happens outside the window cannot mask errors within the
window. In practice, we generally find that somewhat smaller
window sizes, e.g., 32× 32, are more effective.

2.1. Adjusted Percentage Error

The first metric is motivated by the hypothesis that within a
window, errors inside or adjacent to the foreground are more
visible than background errors, where the foreground is con-
sidered to be the set of all black or all white pixels, whichever
is smaller, and the background is the remaining window pix-
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els. Moreover, it is hypothesized that foreground errors be-
come more visible as the size of foreground decreases.

Based on this hypothesis, we define the Adjusted Percent-
age Error (APE) as follows. For an n×nwindow, suppose the
size of foreground isA, the size of background isB = n2−A,
the number of foreground errors is a, and the number of back-
ground errors is b. Then,

APE ,
a

A
+

b

B
,

which takes value in [0, 2]. Since A ≤ B, foreground errors
are given more weight than background errors. WhenA = B,
APE = 2×PE. For a given a and b, as A shrinks, APE in-
creases, consistent with the hypothesis that foreground errors
become more significant as the size of foreground becomes
smaller. One may also view APE as the sum of foreground
similarity a

A and background similarity b
B . PE can also be

expressed in such terms as

PE ,
a+ b

A+B
=
a

A
× A

A+B
+

b

B
× B

A+B
.

From the above, we can see precisely how PE emphasizes
background similarity more than foreground similarity.

We also consider two slightly different versions of APE:

APE′ ,
a′

A′ +
b′

B′ , APE′′ ,
a+ b

A
,

where A′ is the one-step dilation of A using a 3 × 3 all ones
structure element matrix, a′ is the number of errors within
A′, B′ denotes the remainder of the window, and b′ is the
number of errors in B′. The hypothesis behind APE′ is that
errors adjacent to A are equally significant to foreground er-
rors. APE′′ is the ratio of total number of errors and the size
of foreground. Foreground and background errors are treated
equally in APE′′, just as in PE. However, the weight of errors
within a window is inversely proportional to the size of fore-
ground, so that errors within a window with small foreground
count more than those within a window with large foreground.

2.2. Bilevel Gradient Histogram

For bilevel images, the contours between black and white re-
gions contain most of the information. Hence, similar bilevel
images should have similar contour smoothness, roughness
and directionality. For grayscale images, a gradient histogram
is a feature that captures such information. This is also true
for bilevel images. However, a new definition of gradient
is needed. With such, the similarity of bilevel gradient his-
tograms of the original and distorted images becomes a good
candidate to measure similarity.

As the bilevel gradient at pixel X(u, v), we propose
BGu,v , angle(V u,v), where V u,v is the complex number

V u,v,X(u, v+1)−X(u, v−1)+j(X(u−1, v)−X(u+1, v))

provided this number is not zero. When V u,v is zero, for ex-
ample whenX(u, v) lies in a monotone region, there is no di-
rection at pixel X(u, v), and BGu,v is not defined. It follows

Fig. 1. Bilevel Gradient

Fig. 2. Exmples of smooth and rough contours

that BGu,v has the eight possible values illustrated in Figure
1, and consequently, the gradient histogram for a given win-
dow position consists of eight values C = {C(1), . . . , C(8)}.

Clearly, the proposed bilevel gradient histogram can dis-
tinguish different directional contours. Its ability to measure
contour smoothness and roughness can be seen from the ex-
ample shown in Figure 2. The left image has a smooth con-
tour, so that all pixels along the edge have the same gradient
direction, while the rough contour in the right image causes a
distinctly different gradient distribution.

To measure the similarity SC,D of the histograms C and
D corresponding to the original and distorted images, respec-
tively, at a given window location, we propose three methods.
In each, a small value indicates high similarity, and to avoid
singularities, we increase any zero histogram value to one.

1. S1
C,D , 1−

8∏
k=1

2C(k)D(k)

C2(k) +D2(k)
.

As each term in the product is the ratio of a geometric aver-
age to an arithmetic average (as commonly used for example
in [1–4, 6–9]), it is less than or equal to one, making S1

C,D

non-negative. By multiplicatively combining eight terms, we
tacitly assume that a distorted image has high similarity only
when all eight values are similar to the original. Hence, this
is a strict method, which may over penalize some distortions.

2. S2
C,D ,

8∑
k=1

c(k) log
c(k)

d(k)
.

where c and d denote C and D normalized so as to sum to
one. This is the Kullback-Leibler divergence of probability
mass function d with respect to c.

3. S3
C,D ,

( 8∑
k=1

c(k) log
c(k)

d(k)

)
× max(‖C‖1, ‖D‖1)

min(‖C‖1, ‖D‖1)
.

In addition to the divergence of d with respect to c, this
method also considers the similarities between the L1 norms
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Fig. 3. Examples of CC2 calculation

of C and D, which approximates the total number of pixels
along edges within an image window.

We denote the Gradient Histogram metric with these three
similarity methods as GH1, GH2 and GH3, respectively.

2.3. Connected Components Comparison

Here, we hypothesize that distorted images should preserve
the connected components of the original. The simplest way
to use this hypothesis is to compare the number of connected
components in the original and distorted image windows.
However, to avoid a small isolated dot adjacent to a large
component from being counted as a new connected compo-
nent, we do a one-step dilation with a 3×3 all ones structuring
element before counting. We propose two methods to assess
similarity using connected components.

The first method compares the effective number of con-
nected components in a window W of the original and dis-
torted images, where the effective number of connected com-
ponents in a window W with N connected components is

NW ,
N∑

k=1

min
(

1,
|cck|
TV

)
,

where |cck| is the size of the kth connected component and
TV is a threshold greater than 1 which increases robustness
by reducing the effect of small connected components, e.g.
isolated dots. In this paper, TV = 10. Now, if X is the
original and Y is the distorted image at windowW , the metric
value is

CC1 , 1− min(NX , NY )

max(NX , NY )
.

The second method considers not only the number of con-
nected components, but also errors inside or adjacent to each
connected component in the original image. The hypothesis
here is that a good reconstruction should not only preserve
the number of connected components, but also their shapes.
Suppose for some window W , the connected components for
the original and distorted images are [cc1, cc2, . . . , ccN1

] and
[ccd1, cc

d
2, . . . , cc

d
N2

], respectively. As explained below, the
CC2 metric value is, basically, the summation of individual
metrics, CC2

i , one for each connected component cci.
If N1 > 0, let [ccdi,1, cc

d
i,2, . . . , cc

d
i,k] denote all connected

components in the distorted image that overlap cci, and define

CC2
i ,

∣∣∣(cci∪( k⋃
t=1
ccdi,t

))∖( k⋃
t=1

(cci∩ccdi,t)
)∣∣∣×(|k−1|+1)p .

The term above within size brackets measures the total
number of errors between cci and the union of ccdi,t, t ∈

[1, 2, . . . , k]. The second term penalizes the lack of any
overlapping connected components (k = 0) or multiple over-
lapping connected components (k > 1). Parameter p, which
we choose to equal to 1, controls the severity of the penalty.
Figure 3(a) gives an example. The region enclosed by the
blue curve is cci, and in the distorted image there are three
overlapping connected components enclosed by red curves.
Hence k = 3, and the size of yellow region represents the
first term in the formula above. Finally, we have

CC2 ,
N1∑
i=1

CC2
i +

N2∑
t=1

δ
(
|ccdt ∩ (

N1⋃
r=1
ccr)|

)
× |ccdt | ,

where δ(0) = 1 and δ(n) = 0,∀n 6= 0. The second summa-
tion above represents the penalty for having connected com-
ponents in the distorted image that are disjoint with all con-
nected components in the original. This term is important if
the distorted image has many new connected components.

If N1 = 0, then the original image window contains only
background. Hence all connected components in the distorted
image window should be penalized accordingly. In this case,

CC2 ,
( N2∑

t=1

|ccdt |
)
×Np

2 .

Note that CC2 is closely related to PE. If for all cci, k = 1,
and each ccdi only overlaps one ccj for some j, then CC2 =
PE. However, when there are missing or split connected com-
ponents, e.g., Fig. 3(a), CC2 will penalize appropriately.

The false connection of two or more connected compo-
nents is another interesting case. As illustrated in Fig. 3(b),
two connected components, cci and ccj , enclosed by blue
curves, become one connected component in the distorted im-
age, enclosed by the red curve. The yellow region is penalized
in CC2

i and the green region is penalized in CC2
j . The purple

region, however, is penalized in both CC2
i and CC2

j . Thus, we
see that a false connection is penalized multiple times.

3. METRIC PERFORMANCE EVALUATION

In this section, we analyze the performance of the metrics
proposed in the previous section, based on the ground truth
from [12]. As suggested in [12], the data for six natural
images are used. For each of the six, the subjective ratings
for 44 distorted images, created by random bit flipping, dila-
tion, erosion and four compression algorithms, are available
as ground truth. Since each similarity metric is calculated
within a window sliding across the whole image, window size
and overlapping rate are two parameters that affect metric per-
formance. The performance of each metric is evaluated using
Pearson and Spearman-rank correlation coefficients. Because
one does not wish to penalize a metric simply for having a
nonlinear relationship to the ground truth, we adopt the usual
strategy, c.f. [15], that for each metric, a 5-parameter logistic
function is optimized to nonlinearly transform metric values
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Table 1. Metric evaluation (P = Pearson, S = Spearman)

Metric P S Metric P S
PE 0.84 0.81 APE′′ 0.86 0.84

SmSIM [13] 0.81 0.74 GH1 0.88 0.80
LBP [5] 0.90 0.84 GH2 0.92 0.88
LRI [9] 0.89 0.84 GH3 0.91 0.85

APE 0.87 0.86 CC1 0.87 0.84
APE′ 0.88 0.80 CC2 0.87 0.83

to maximize the Pearson coefficient, and this same transfor-
mation is used for the Spearman coefficient.

3.1. Window size selection
In our experiments, each metric was evaluated with a variety
of window sizes: n = [8, 16, 32, 64, 128, 256, 512]. Differ-
ent metrics reacted differently to the change of n. We found
that APE gives the best performance for n = 64 and 128.
We believe this result is closely related to the size of foveal
vision described in Section 2.1, which under the experimen-
tal environment in [12] is approximately 0.7′′ or 90 pixels.
We found that GH performs best for moderate window sizes
(n = 16 and 32). On the one hand, when the window size
is too small, the histogram is not robust. On the other hand,
when the window size is greater than 32, the histograms nat-
urally become more similar, even if the original and distorted
images do not. The performance of CC decreases monotoni-
cally as n decreases, which is not surprising since small win-
dows are not robust to the consideration of connected com-
ponents. Finally, as a compromise, we choose window size
32 × 32. However, this choice is influenced by viewing dis-
tance and image resolution, and might not be optimal if the
experimental environment changes.

3.2. Window overlapping rate selection
Besides window size, window overlapping rate is another im-
portant parameter. On the one hand, if windows are not over-
lapped, then distortion in an image edge lying on the bound-
ary between two windows could be missed by the metric. On
the other hand, a high rate of window overlapping will sig-
nificantly increase computation. In our experiments, we com-
pared overlapping rates of 0%, 25%, 50% and 75%. The re-
sults, some of which are given in Table 2, show that all met-
rics have slightly better performance with higher overlapping
rates. Since the improvement is not large, we believe that
non-overlapped windows will suffice for most cases.

3.3. Evaluation of different metrics

The Pearson and Spearman coefficients are shown in Table 1
for all metrics, computed with non-overlapped 32 × 32 win-
dows. SmSIM [13], LBP [5] and LRI [9] are also tested. LBP
is computed using the surrounding eight pixels without inter-
polation. LRI-A is applied with K = 4 and T < 1.

We see that SmSIM performs worse than our baseline
metric, PE. Although LBP and LRI were designed to measure

Table 2. Metric combination evaluation

Overlapping rate 0% 0% 75% 75%
Combination Pearson Spearman Pearson Spearman
APE & GH2 0.94 0.92 0.95 0.94

PE & GH2 0.93 0.90 0.94 0.91
CC2 & GH2 0.93 0.90 0.94 0.91

homogeneous texture similarity, the results show that they are
also capable of measuring bilevel image similarity.

All three versions of APE outperform PE, proving that its
hypothesis is good. Specifically, the fact that APE and APE′′

work better than PE and APE′ indicates that foreground errors
are more visible than background errors. The fact that APE
outperforms APE′′ suggests that dilation of foreground is not
necessary. Among the three versions of bilevel gradient his-
togram metrics, GH1 is the worst, suggesting that multiplica-
tively combining eight terms may cause over-penalization.
Both GH2 and GH3 provide very good results, suggesting that
divergence is suitable for comparing histogram similarity in
this application. In addition, GH2 is the overall best simi-
larity metric. CC1 and CC2 give comparable performance to
APE. We know CC2 is closely related to PE. The fact that CC2

outperforms PE suggests that the consideration of connected
components helps predict human judgments.

3.4. Combining different metrics

Since the different metrics assess complementary aspects, one
can expect to attain better performance by combining them.
After testing many combinations, the best ones are shown
in Table 2. The formula for combining metrics Xi, i =
1, 2, . . . ,m, is Y = Πm

i=1X
pi

i . where the Xi’s are similar-
ity metric values after nonlinear transformation.

The best combination we found is APE and GH2 (with
p1 = 0.2 and p2 = 0.4), where APE measures the overall
accuracy of the distorted image to the original, while GH2

quantifies the contour similarity. The motivation behind this
combination is similar to that for SmSIM [13]. Similarly, PE
and CC2 also provide accuracy information and are comple-
mentary to GH2. The fact that all of the best combinations
include GH2 suggests that the bilevel gradient histogram con-
tains information that is important to predicting human per-
ception of bilevel similarity.

4. CONCLUSIONS

This paper proposes several objective similarity metrics for
scenic bilevel images, including Adjusted Percentage Er-
ror, Bilevel Gradient Histogram and Connected Components
Comparison. On the ground truth provided by the subjective
similarity evaluation in a companion paper, the proposed met-
rics substantially outperform existing ones, attaining Pearson
and Spearman-rank correlation coefficients as high as 95%
and 94%, respectively. We anticipate they will be useful, for
example, in judging lossy compression methods.
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