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ABSTRACT
Bilateral filters suffer from halo artifacts when they are applied for
image enhancement. In this paper, a new bilateral filter is proposed
in gradient domain to address this problem. Both spatial similarity
parameter and intensity similarity parameter of the proposed filter
are spatially varying instead of being fixed as in the existing bilat-
eral filters. As a result, it can preserve edges and smooth flat areas
better than the existing bilateral filters. The proposed filter is then
adopted to design a selectively detail-enhanced exposure fusion
algorithm. Fine details of multiple differently exposed images
are extracted simultaneously using the proposed filter. Instead of
amplifying and adding all extracted fine details to an intermediate
image which is fused by an existing exposure fusion algorithm, the
fine details in all areas except flat ones are amplified and added to
the intermediate image. The resultant algorithm can reduce halo
artifacts and prevent noise in flat areas from being amplified in the
final image. Therefore, the proposed algorithm fuses images with
much better visual quality.

1. INTRODUCTION

The bilateral filter is perhaps one of the most popular and simplest
edge-preserving smoothing local filters [1]. The output of the
bilateral filter at a pixel is a weighted average of its nearby pixels.
There are two parameters with fixed values in the bilateral filter
and their function is to adjust the sensitivity of the bilateral filter
to the spatial similarity and the range sensitivity respectively. This
filter is widely used in many applications including tone mapping
of high dynamic range (HDR) images [2], multi-scale detail de-
composition [3], image abstraction [4], etc. Its extension is also
a popular research topic, such as the bilateral filter in gradient
domain [5], trilateral filter [6], and their accelerated versions [3, 7].

The bilateral filters suffer from halo artifacts when they are
applied for image enhancement [8, 9]. To overcome this problem,
two content adaptive bilateral filters were introduced in [10, 11].
Range similarity parameter is adaptive to the content of filtered
image in [10] while both spatial similarity parameter and range
similarity parameter are adaptive to the content of filtered image
in [11]. Both content adaptive bilateral filters preserve sharp edges
and smoothes flat areas better than the existing bilateral filters in
[1, 2, 3, 5]. However, as pointed out in [10], adaptation of the
parameters will destroy the 3-D convolution form, and the content
adaptive bilateral filters cannot be accelerated via the approach
in [7]. It is time consuming to extract fine details from a set of
differently exposed images by the content adaptive bilateral filters
in [10, 11] because each input image needs to be decomposed
individually.

Inspired by the gradient domain bilateral filter in [5], the con-
tent adaptive bilateral filter in [11] and the joint bilateral filter in

[13, 14], a content adaptive bilateral filter in gradient domain is
first proposed in this paper. Both spatial range parameter and range
similarity parameter are spatially varying instead of being fixed in
[5]. Their values are larger at a pixel position if the pixel is at an
edge and smaller if it is in a flat area. As a result, the proposed filter
can preserve edges and smooth flat areas better than the filter in
[5]. Since the new filter can exact fine details from a set of images
simultaneously, it is applied for detail enhancement of multiple
differently exposed images. It is worth noting that all extracted
fine details are enhanced by the detail-enhanced exposure fusion
algorithm in [12]. Unfortunately, noise is also amplified when fine
details are enhanced. The human visual system (HVS) can tolerate
amplified noise in complex regions but is particularly sensitive
to amplified noise in flat areas. In addition, it is an open prob-
lem to separate noise from fine details. To reduce amplification
of noise which is inherent in the fully detail-enhanced exposure
fusion algorithm, a selectively detail-enhanced exposure fusion
algorithm is introduced to enhance fine details in all regions except
those in flat ones. Experimental results show that the proposed
selective detail enhancement algorithm can significantly reduce
halo artifacts from appearing in the final images and improves
visual quality of enhanced images produced by the full detail en-
hancement algorithm.

The rest of this paper is organized as follows. Existing bi-
lateral filters are summarized in Section 2. A content adaptive
bilateral filter in gradient domain is proposed in Sections 3. It
is applied to design a selectively detail-enhanced exposure fusion
algorithm in Section 4. Experimental results are given in Section
5 to illustrate the efficiency of the proposed exposure fusion algo-
rithm. Concluding remarks are provided in Section 6.

2. BACKGROUND AND MOTIVATION

The task of edge-preserving smoothing is to decompose an image
to be filtered X into two parts as follows:

X(p) = Ẑ(p) + e(p), (1)

where p(= (x, y)) is a pixel position, Ẑ is a reconstructed image
formed by homogeneous regions with sharp edges and e is fine
detail or noise.

Edge-preserving smoothing can be achieved by using the bi-
lateral filter as [1]

Ẑ(p) =
∑

p′∈Ωζ1 (p)

Wp,p′(X,σ1, σ2)X(p′), (2)

where Ωζ1(p) is a square window centered at the pixel p of a radius
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ζ1. The weighting function Wp,p′(X,σ1, σ2) is defined as

Wp,p′(X,σ1, σ2) =
exp

−(p′−p)2

σ21 exp
−(X(p′)−X(p))2

σ22

cp(X,σ1, σ2)
, (3)

cp(X,σ1, σ2) =
∑

p′∈Ωζ1 (p)

exp
−(p′−p)2

σ21 exp
−(X(p′)−X(p))2

σ22 ,(4)

and σ1 and σ2 are two constants which adjust the sensitivity of the
spatial similarity and the range similarity respectively.

By enlarging the values of σ1 and σ2, the whole image is
smoothed well while edges might not be preserved well. By re-
ducing their values, edges are preserved well while the flat regions
are not smoothed well. It is thus very challenging to select the
values of σ1 and σ2 to simultaneously preserve edges and smooth
flat regions. A sophisticated method was introduced in [13, 14] in
presence of a pair of flash and non-flash images. The flash image
I captures details of a scene while the non-flash one X captures
ambient illumination. The flash image contains less noise than the
non-flash, and it serves as the guidance image. A joint bilateral
filter can be designed to reduce the noise from the non-flash image
as follows:

Ẑ(p) =
∑

p′∈Ωζ1 (p)

Wp,p′(I, σ1, σ2)X(p′). (5)

It is worth noting that the weight of X(p′) is Wp,p′(I, σ1, σ2)
rather thanWp,p′(X,σ1, σ2). It is thus called a joint bilateral filter.

As pointed out in [8, 9], the bilateral filter produces halo ar-
tifacts and/or gradient reversal artifacts around some edges due to
unwanted smoothing of these edges. To reduce halo artifacts, a
content adaptive bilateral filter was proposed in [11] as follows:

Ẑ(p) =
∑

p′∈Ωζ1 (p)

Wp,p′(X, σ̃1,X(p), σ̃2,X(p))X(p′), (6)

where the values of σ̃i,X(p)(i = 1, 2) are computed as

σ̃i,X(p) =
σi√
wX(p)

,

and the value of wX(p) is computed by using local variance of
input image X as follows:

wX(p) =
1

N

N∑
p′=1

σ2
X,ζ2

(p) + 1

σ2
X,ζ2

(p′) + 1
, (7)

σ2
X,ζ2

(p) is the variance of a block centered at pixel p with the
radius as ζ2, i.e., Ωζ2(p). ζ2(≥ ζ1) is a constant, and N is the
total number of pixels in an image.

Larger σ̃1,X(p) and σ̃2,X(p) are adopted for the pixel p if
it is in a smooth region and smaller σ̃1,X(p) and σ̃2,X(p) are
used for the pixel p in a complex region. As such, the filter (6)
preserves edges and smoothes flat areas better than the filter (2).
However, it is time consuming to extract fine details from multiple
input images using the filter (6) because each input image needs
to be decomposed individually. In the following section, a content
adaptive bilateral filter will be proposed in gradient domain and
the filter can be applied to extract fine details from multiple input
images simultaneously.

3. CONTENT ADAPTIVE BILATERAL FILTERING IN
GRADIENT DOMAIN

In this section, we propose a content adaptive bilateral filter in
gradient domain. Inspired by the content adaptive bilateral filter
(6), a content adaptive joint bilateral filter is proposed as

Ẑ(p) =
∑

p′∈Ωζ1 (p)

Wp,p′(I, σ̃1,I(p), σ̃2,I(p))X(p′). (8)

It can be derived from Equations (1) and (8) that

e(p) =
∑

p′∈Ωζ1 (p)

Wp,p′(I, σ̃1,I(p), σ̃2,I(p))(X(p)−X(p′)).

A vector field ~G(∇X, p, p′) is defined for two pixels p(=
(x, y)) and p′(= (x′, y′)) in image X as [5]

Gx(∇X, p, p′) =



x−1∑
r=x′

∂X(r,y)
∂x

; if x ≥ x′

−
x′−1∑
r=x

∂X(r,y)
∂x

; otherwise

,

Gy(∇X, p, p′) =



y−1∑
r=y′

∂X(x′,r)
∂y

; if y ≥ y′

−
y′−1∑
r=y

∂X(x′,r)
∂y

; otherwise

.

Similarly, a vector field ~G(∇I, p, p′) can be defined for two pixels
p(= (x, y)) and p′(= (x′, y′)) in the image I . Both definitions
are based on the four possible relationships between two pixels
p(= (x, y)) and p′(= (x′, y′)) as shown in Fig. 1.

Fig. 1. Four possible relationships between two pixels p(= (x, y))
and p′(= (x′, y′)).

Let p̃ = (x′, y) as illustrated in Fig. 1 and define ∂X(x,y)
∂x

and
∂X(x,y)
∂y

as (X(x+1, y)−X(x, y)) and (X(x, y+1)−X(x, y)),
respectively. It can be derived that

X(p)−X(p′) = X(p)−X(p̃) +X(p̃)−X(p′)

= Gx(∇X, p, p′) +Gy(∇X, p, p′).
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Similarly, it can be derived that

I(p)− I(p′) = Gx(∇I, p, p′) +Gy(∇I, p, p′).

Therefore, e(p) can also be computed as

e(p) =

∑
p′∈Ωζ1 (p)

[χw(∇I, p, p′)
∑

q∈{x,y}

Gq(∇X, p, p′)]

∑
p′∈Ωζ1 (p)

χw(∇I, p, p′)
, (9)

where χw(∇I, p, p′) is defined as

χw = exp(− (p′ − p)2

σ2
1/wg(p)

) exp(−

(
∑

q∈{x,y}

Gq(∇I, p, p′))2

σ2
2/wg(p)

).

(10)
Replacing the gradient fields∇I and∇X by two general vec-

tor fields ~U = (Ux, Uy) and ~V = (Vx, Vy) respectively, a content
adaptive bilateral filter in gradient domain is then obtained as

e(p) =

∑
p′∈Ωζ1 (p)

[χw(~U, p, p′)
∑

q∈{x,y}

Gq(~V , p, p
′)]

∑
p′∈Ωζ1 (p)

χw(~U, p, p′)
. (11)

The filter (8) and the proposed filter (11) are equivalent if
wg(p), ~V and ~U are selected as wI(p),∇X and∇I , respectively.
The filter (6) and the proposed filter (11) are equivalent if wg(p),
~V and ~U are selected aswX(p),∇X and∇X , respectively. Since
the proposed filter (11) is applicable for other choices of wg(p), ~V
and ~U , both the filter (6) and the filter (8) are special cases of the
proposed filter (11).

It is worth noting that three key components in the proposed
bilateral filter (11) are the vector field ~V = (Vx, Vy), the vector
field ~U = (Ux, Uy) and the weighting function wg(p). In the next
section, fusion of differently exposed images [15] is taken as an
example to illustrate how to determine them.

4. SELECTIVELY DETAIL-ENHANCED FUSION OF
DIFFERENTLY EXPOSED IMAGES

Let input images be denoted as Xk(1 ≤ k ≤ L) and their lumi-
nance components denoted as Yk(1 ≤ k ≤ L). The gradient field
of Yk(p)(1 ≤ k ≤ L) is denoted as (∇Yk,x(p),∇Yk,y(p)) [12].
Normally, the gradient of a pixel with the largest absolute value
among different exposures corresponds to the most desirable detail
at a position. However, there is a high likelihood that the maximum
gradient is noisy, especially in dark regions of an HDR scene. A
vector field is thus constructed by using a weighted average of
gradients over all exposures.

As indicated in [12, 15], a well exposed pixel includes more
reliable information than an under/over-exposed pixel. Therefore,
weighting factor of a well exposed pixel is larger than that of
an under/over-exposed pixel. Such a weighting function γ(z) is
defined as [12]

γ(z) =

{
z + 1; if z ≤ 127
256− z; otherwise .

Two weighting factors of a gradient vector (∇Yk,x(p),∇Yk,y(p))
are computed as

Γk,x(p) = γ(Yk(p))γ(Yk(pr)),

Γk,y(p) = γ(Yk(p))γ(Yk(pb)),

where pr = (x, y+ 1) and pb = (x+ 1, y) are the right pixel and
the bottom pixel of pixel p, respectively.

The logarithmic conversion allows us to measure local contrast
by using spatial difference [3]. The desired vector fields ~V and ~U
are thus computed in log domain. Let Vq , Uq , Γk,q , and Yk,q be
vectors containing all Vq(p)’s, Uq(p)’s, Γk,q(p)’s, and Yk,q(p)’s
respectively. The desired vector fields are computed as

Vq = Uq =

∑L
k=1 Γk,q∇ log(Yk,q)∑L

k=1 Γk,q
, q ∈ {x, y}. (12)

The value of wg(p) is computed by using all luminance com-
ponents Yk(1 ≤ k ≤ L) in log domain. Let σ2

log(Yk),1(p) be
the local variance of log(Yk) in a 3 × 3 square window centered
at the pixel p. Due to different exposures, a well exposed pixel
in one input image could be under/over-exposed in another image.
This implies that the value of σ2

log(Yk),1(p) is different for different
k. On the other hand, gradient magnitude becomes larger when a
pixel get better exposed, and it decreases as the pixel becomes
under/over-exposed. Therefore, the largest value of σ2

log(Yk),1(p)
along all k’s is chosen to represent the overall local variance of
pixel p. The value of wg(p) is then given as

wg(p) =
1

N

N∑
p′=1

max
1≤k≤L

{σ2
log(Yk),1(p)}+ 0.001

max
1≤k≤L

{σ2
log(Yk),1(p′)}+ 0.001

. (13)

The value of wg(p) is larger than 1 if p is at an edge and
smaller than 1 if p in a smooth area. Clearly, larger weights are
assigned to pixels at edges than those pixels in flat areas by us-
ing the proposed weight wg(p) in Equation (13). Applying this
content-aware weighting, it is observed that the halo artifacts are
greatly reduced. However, there might be blocking artifacts in
final images. To prevent possible blocking artifacts from appearing
in the final image, the value of wg(p) is smoothed by using a
Gaussian filter.

With the vector fields Vq and Uq in Equation (12) and the
weighting function wg(p) in Equation (13), fine details are ex-
tracted from all input images Xk(1 ≤ k ≤ L) simultaneously by
using the proposed filter (11). Instead of adding all fine details to
an intermediate image as in the detail-enhanced exposure fusion
algorithm in [12], the extracted fine details are selectively added
to the intermediate image. The proposed algorithm is based on the
following two observations:

Observation 1: There is a fundamental limitation for fully
detail-enhanced exposure fusion algorithms, i.e., noise is also am-
plified when fine details are enhanced. The HVS can tolerate
amplified noise in complex regions but is particularly sensitive to
amplified noise in flat areas.

Observation 2: It is very challenging to separate noise from
fine details.

With the proposed detail enhancement algorithm, fine details
in all regions except flat ones are amplified and added to the inter-
mediate image. Mathematically, the proposed selectively detail-
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. Comparison of the proposed algorithm with a fully detail-enhanced exposure fusion algorithm based on the filter in [5]. (a, b, c, d)
by the filter in [5] and (e, f, g, h) by the proposed filter.

(a) (b) (c) (d)

Fig. 3. Comparison of the proposed algorithm with the algorithm in [12]. (a, c) by the algorithm in [12] and (b,d) by the proposed algorithm.

enhanced exposure fusion algorithm is represented as

Xf (p) = Xint(p) expθe(p)η(p), (14)

where Xint is an intermediate image that is fused by using the
exposure fusion scheme in [15]. θ(≥ 0) is a constant and its value
is selected as 1.5 in this paper. The value of η(p) is computed by
using wg(p) in Equation (13). Its value is almost 0 if the pixel p is
in a flat region and 1 otherwise.

5. EXPERIMENTAL RESULTS

The proposed exposure fusion algorithm is compared with two
fully detail-enhanced exposure fusion algorithm. One is given in
[12] and the other is obtained by using the gradient domain bilat-
eral filter in [5] to replace the l2 norm based optimization method
in [12]. Readers are invited to view to the electronic version of
the full-size figures and zoom in these figures in order to better
appreciate the differences among images.

The proposed exposure fusion algorithm is first compared with
a fully detail-enhanced exposure fusion algorithm based on the
bilateral filter in [5] by testing four sets of differently exposed
images. Both the values of σ1 and σ2 in Equation (10) are selected
as 2’s. It is shown in Fig. 2 that the proposed filter can be applied
to reduce halo artifacts significantly from the final images than the
filter in [5].

The proposed exposure fusion algorithm is then compared with
the exposure fusion algorithm in [12] by testing two sets of differ-
ently exposed images. The extracted fine details are also amplified
by 1.5 times and added to the intermediate image by using the
algorithm in [12]. It is illustrated in the zoom-in parts of Fig. 3 that
the proposed exposure fusion algorithm does not amplify noise in
flat areas as heavily as the fully detail-enhanced exposure fusion
algorithm in [12].

6. CONCLUSION REMARKS AND DISCUSSIONS

A content adaptive bilateral filter is proposed in gradient domain
by taking the characteristics of the human visual systems into con-
sideration. The proposed bilateral filter can be applied to extract
fine details from a set of images simultaneously. As such, it is
adopted to design a selectively detail-enhanced exposure fusion
algorithm. The proposed exposure fusion algorithm reduces halo
artifacts significantly and prevents noise in flat areas from being
amplified. Experimental results show that the resultant algorithm
can produce images with better visual quality. It is worth noting
that the similar idea can be used to improve the trilateral filter in
[6] and the guided image filtering in [9].

Similar to the content adaptive bilateral filters in [10, 11], the
acceleration of the proposed filter could be an issue. Fortunately,
the idea in [16] might be borrowed to accelerate the proposed filter.
This will be studied in our future research.
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