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ABSTRACT

Interference alignment (IA) can achieve the optimal capacity scal-
ing with respect to SNR but most existing IA designs require full
channel state information (CSI) at the transmitters. In this paper,
we consider IA processing with partial CSI feedback in MIMO cel-
lular networks and we use the feedback dimension to quantify the
first order CSI feedback cost. Conventional IA cannot be used be-
cause only partial CSI knowledge can be used to design the IA pre-
coders. Therefore, we establish a new set of feasibility conditions
for IA under the proposed partial CSI feedback scheme. Based on
these results, we formulate the problem of CSI feedback dimension
minimization subject to the constraints of IA feasibility. We further
propose an asymptotically optimal solution and derive closed-form
trade-off results between the CSI feedback cost and IA performance
in MIMO cellular networks.

Index Terms— MIMO cellular networks, interference align-
ment (IA), partial CSI feedback

1. INTRODUCTION

Inter-cell interference is one of the most important performance bot-
tlenecks in wireless networks. There are many works on interfer-
ence mitigation techniques and most conventional approaches rely
on channel orthogonalization [1, 2] to avoid the interference. How-
ever, these schemes are far from optimal [2]. Recently, interference
alignment (IA) was proposed as an effective means to mitigate inter-
ference in K-user interference channels [3,4]. By aligning the inter-
ference from different Base stations (BS) into a lower dimensional
subspace at each mobile station (MS), IA can achieve the optimal
capacity scaling with respect to (w.r.t.) SNR. As such, there is a
surge in the research interest of IA and it has been extended to other
topologies such as MIMO cellular networks in [5, 6].

Despite the fact the IA can achieve substantial throughput gain,
conventional IA designs [3–6] require full channel state information
at the BS side (CSIT). Such full CSIT requirement is quite difficult
to achieve in practice due to limited CSI feedback capacity in the
reverse link. As such, naive IA design will be very sensitive to CSIT
errors [7, 8] and it is important to take into account the CSI feed-
back constraint in the IA design. There are, in general, two ways
to reduce the CSI feedback overhead, namely CSI quantization and
CSI filtering. While CSI quantization is well-studied [7–10], the
CSI filtering techniques to reduce feedback overhead are relatively
less explored. In [11], a CSI filtering scheme by feeding back CSI
submatrices is proposed to reduce the CSI feedback in MIMO inter-
ference network. In [12], a CSI filtering scheme with zero-forcing
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IA is proposed to eliminate the intercell CSI feedback in MIMO cel-
lular networks. However, a more systematic understanding is still
needed to determine how much CSI feedback is required for IA pro-
cessing. In this paper, we propose a novel framework of CSI filtering
in MIMO cellular networks, and we analyze the associated tradeoff
between CSI feedback cost and the IA degrees of freedom (DoF)
performance. To achieve these goals, we shall address the following
challenges.

• IA Feasibility Conditions under Partial CSI Feedback: It
is well known that the IA scheme is not always feasible and
the feasibility conditions are topology specific. The IA fea-
sibility condition is studied for MIMO interference channels
in [13–16], and for MIMO cellular networks in [17]. How-
ever, these works have assumed full CSIT and hence the re-
sults cannot be used in our scenario in which only partial CSI
is available.

• CSI Feedback Minimization: Further, it remains a question
what is the CSI filtering scheme with the least amount of CSI
feedback overhead to support IA. Such a question involves
minimization of the CSI feedback cost subject to IA con-
straints. However, this problem is highly non-trivial because
of the combinatorial nature of CSI filtering scheme design.

Notations: Uppercase and lowercase boldface letters denote ma-
trices and vectors respectively. The operators (·)T , (·)†, rank(·), | · |,
�·� and �·� are the transpose, conjugate transpose, rank, cardinality,
integer floor and integer ceiling respectively; Nr(A) = {u | u†A =
0} is the left null space ofA; U(A,B) =

�
U ∈ CA×B : U†U = I

�

is the set of A×B (A ≥ B) semi-unitary matrices; P(A) = {aA :
a ∈ C} and d | M denotes that integer M is divisible by integer d.

2. SYSTEMMODEL

2.1. MIMO Cellular Networks

Consider a MIMO cellular network with G BSs and each BS serves
K MSs as illustrated in Figure 1. Each BS and MS are equipped with
N and M antennas respectively, and d data streams are transmitted
to each MS from its serving BS. We focus on the case when M ≤
(G − 1)Kd + d because otherwise, i.e., M > (G − 1)Kd + d,
the number of antennas at the MS is over-sufficient to cancel all the
inter-cell interference using pure zero forcing. Denote the k-th MS
of BS j as the (j, k)-th MS, the channel matrix from the i-th BS to
the (j, k)-th MS as Hjk,i ∈ CM×N .

Assumption 1 (Channel Matrices). Assume the elements of Hjk,i

are i.i.d. complex Gaussian random variables with zero mean and
unit variance. The CSIs are observable at the MSs and the CSI feed-
back from the (j, k)-th MS will be received error-free by BS j. Fur-
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Fig. 1. Toy Example of fixed outer precoder at the BSs to reduce the
CSI feedback dimension for IA.

thermore, we assume the BSs {1, · · · , G} have backhaul connec-
tions such that the feedback CSI can be shared among them.

2.2. Interference Alignment under Partial CSI Feedback

Denote the precoder and decorrelator for the (j, k)-th MS as Vjk ∈
CN×d, Ujk ∈ CM×d respectively. To simplify the interference
alignment structure in MIMO cellular networks, we consider using
a two-stage precoding structure for {Vjk}.

Definition 1 (Two Stage Precoding at the BS). Two stage precod-
ing is applied at each of the BSs {1, · · · , G}, i.e., the precoder
Vjk ∈ CN×d is given by Vjk = TjV

s
jk, where the semi-unitary

matrix Tj ∈ U(N,Kd), N ≥ Kd, is the outer precoder for inter-
cell interference nulling and Vs

jk ∈ U(Kd, d) is the inner precoder
for intracell interference nulling between the MSs.

With two stage precoding, IA is to find out the outer precoders
{Ti ∈ U(N,Kd) : ∀i}, inner precoders {Vs

jk ∈ CKd×d : ∀j, k}
and decorrelators {Ujk : ∀j, k} such that:

rank(U†
jkHjk,jTjV

s
jk) = d, ∀j, k; (1)

U†
jkHjk,jTjV

s
jp = 0, ∀j, k �= p; (intracell IA) (2)

U†
jkHjk,iTi = 0, ∀j, k, i �= j. (intercell IA) (3)

Denote the partial CSI feedback at the (j, k)-th MS as Fjk.
Let G(A,B) be the Grassmann manifold of A dimensional sub-
spaces in CB×1. In the literature, there are some works [7–9]
that feedback the full channel direction information (CDI)1, i.e.,
Fjk =

�
· · · , P(Hjk,i), · · ·

�
∀i, ∀j, k, which correspond to a

CSI feedback dimension2 of G2K(MN − 1). However, we show
below that it is possible to substantially reduce the CSI feedback
cost for IA.

Example 1 (Fixed Out Precoders). Consider a MIMO cellu-
lar network as illustrated in Figure 1. Suppose BS 1, 2 use
fixed outer precoder T1,T2 ∈ U(3, 2). The intercell interfer-
ence space at the (2,1)-th MS (i.e., span(H21,1T1)) can be can-
celed by choosing its decorrelatorar: U21 = R21 ∈ U(3, 1),
where (R21)

†H21,1T1 = 0. Hence, BS 2 only needs to know
F21 = P

�
(R21)

†H21,2T2

�
, F22 = P

�
(R22)

†H22,2T2

�
, where

(R22)
†H22,2T2V

s
21 = 0, (R21)

†H21,2T2V
s
22 = 0, to compute

the inner precoders (similarly for BS 1). Hence, IA (1)-(3) can be

1For example, in IA designs, if U†HV = 0 then U†(aH)V = 0,
∀a ∈ C. Hence, it is sufficient to feeding back the CDI for IA, i.e., P(H) =
{aH : a ∈ C}, which is contained in G(1,MN) [18].

2The feedback dimension equals the sum dimension of the feedback pro-
jective spaces. We formally define this notion in Def. 5.

achieved with a feedback dimension of 4× (2× 1− 1) = 4 instead
of 4× 2× (3× 2− 1) = 40 in full CDI feedback.

Note that the strategy described in Example 1 can be general-
ized to MIMO cellular networks with a subset of BSs to have fixed
out precoders. Another CSI feedback reduction strategy is to directly
reduce the size of the CSI matrices, i.e., feeding back CSI submatri-
ces only as in [11]. By embracing both strategies of CSI feedback
reduction, we give the structure form of the partial CSI feedback Fjk

in a step-by-step manner (Def. 2-4).

Definition 2 (Partitioning of BSs). The BSs {1,. . . ,G} are parti-
tioned into the type-I BSs, BI

g = {1, · · · , g} and the type-II BSs,
BII
g = {g + 1, · · · , G}. Type-II BSs have fixed outer precoder

TII
i ∈ U(N,Kd), i ∈ BII

g .

Definition 3 (CSI Submatrix Feedback). Denote the CSI submatri-
ces {Hs

jk,i} as

Hs
jk,i =





�
Imjk 0

�
Hjk,i

�
Ini 0

�T
, ∀j, k, i ∈ BI

g�
Imjk 0

�
Hjk,i, ∀j, k, i ∈ BII

g

.

(4)

Note that g = |BI
g| in Def. 2 is the number of the type-I BS

and mjk and ni in Def. 3 control the size of the CSI submatrices to
feedback. Based on this, we formally have the following forms of
partial CSI feedback.

Definition 4 (Partial CSI feedback Fjk). The partial CSI feedback
Fjk at the (j, k)-th MS is a ljk tuple and is given by

Fjk =
�
· · · ,P

�
He

jk,i

�
, · · ·

�
i∈BI

g

�{j} (5)

∈ G (1, Bjk,1)× · · ·G
�
1, Bjk,ljk

�
, ∀j, k;

where ljk = |BI
g

�{j}| is the number of projective spaces in Fjk,
G (1, Bjk,i), i ≤ ljk is the i-th Grassmann manifold that contains
the i-th projective space of Fjk,He

jk,i denotes the effective CSI and
is given by

He
jk,i =

�
(Rjk)

†Hs
jk,i ∈ CAjk×ni , ∀j, k, i ∈ BI

g

(Rjk)
†Hs

jk,jT
II
j ∈ CAjk×Kd, ∀k, i = j ∈ BII

g

(6)
Rjk ∈ U(mjk, Ajk) defines3 the left null space of the intercell in-
terference from all type-II BSs at the (j, k)-th MS:

span(Rjk) = Nr

��
· · · Hs

jk,iT
II
i · · ·

�
i∈BII

g \{j}

�
, ∀j, k;

(7)
and Ajk = mjk −

��BII
g \{j}

��Kd, ∀j, k, Bjk,i = KdAjk when
i = ljk, j ∈ BII

g , Bjk,i = niAjk otherwise.

Note that there is no need to feedback the intercell CSIs�
Hs

jk,i : ∀j, k, i ∈ BII
g \{j}

�
(as in (5)) because the intercell in-

terference from type-II BSs can be canceled by designing the
decorrelator Ujk in the subspace spanned by Rjk. From Def.
4, the partial CSI feedback {Fjk} is parameterized by L =�
{mjk : ∀j, k}, g, {ni : ∀i ∈ BI

g}
�
. The associated CSI feedback

cost for a given feedback profile L is defined in the following.

3We define Rjk = I when BII
g \{j} = ∅.
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Definition 5 (CSI Feedback Dimension). Define the feedback di-
mension D as the sum of the dimension of the Grassmann mani-
folds [18] {G(1, Bjk,i) : ∀j, k, i}, i.e.,

D(L) =
G�

j=1

K�

k=1

ljk�

i=1

(Bjk,i − 1). (8)

Note that the feedback dimension in Def. 5 is a first order mea-
sure of CSI feedback cost because it is directly proportional to the
total number of CSI feedback bits. For instance, suppose we have B
bits to feedback a CSI contained in a Grassmann manifold with di-
mension D. If we want to keep a constant CSI distortion Δ, the CSI
feedback bits B should scale linearly with D as B = O(D log 1

Δ
)

[18, 19]. Next, we discuss the IA constraints under the proposed
partial CSI feedback scheme.

Constraints 1 (IA under L). Given the CSI feedback profile L and
the outer precoders {TII

i ∈ U(N,Kd) : i ∈ BII
g } for the type-II

BSs, find the outer precoders {TI
i ∈ U(N,Kd) : i ∈ BI

g} for type-I
BSs, the inner precoders {Vs

jk ∈ U(Kd, d) : ∀j, k} for all BSs and
decorrelators {Ujk} for all MSs, to satisfy the following conditions:

rank(U†
jkHjk,jTjV

s
jk) = d, ∀j, k; (9)

U†
jkHjk,jTjV

s
jp = 0, ∀j, k �= p; (intracell IA) (10)

U†
jkHjk,iTi = 0, ∀j, k, i �= j; (intercell IA) (11)

�
TI

j : i ∈ BI
g

�
, {Vs

jk : ∀j, k} can only be
adaptive to {Fjk : ∀j, k} according to L. (12)

where Tj = TI
j , j ∈ BI

g and Tj = TII
j , j ∈ BII

g .

Note that (9)-(11) refers to the IA constraints and (12) refers
to the CSI knowledge constraint. Compared with conventional IA
with full CSIT (1)-(3), there is one unique challenge, namely the CSI
knowledge associated with Constraints 1 under partial CSIT knowl-
edge. Adjusting the feedback profile L may reduce the CSI feedback
dimension D(L) in (8) but the IA constraints may no longer be fea-
sible. To reduce the CSI feedback, we formulate below the problem
of CSI feedback dimension minimization subject to the IA constraint
in MIMO cellular networks.

Problem 1 (Feedback Dimension Minimization).

min
L

D(L) (13)

s.t. 0 ≤ g ≤ G; (14)
ni ≤ N, ∀i ∈ BI

g;mjk ≤ M, ∀j, k; (15)
Constraints 1 is feasible under L. (16)

However, Problem 1 is very difficult due to the implicit con-
straint (16) on L and the combinatorial nature of the optimization
variable (L).

3. IA FEASIBILITY CONDITIONS UNDER L

In this section, we study constraint (16) and specify its necessary and
sufficient conditions in Thm. 1, 2 respectively. We first introduce an
equivalent IA constraint transformation to explicitly handle the CSI
knowledge constraint in (12).

Constraints 2 (IA Constraint Transformation under L). Find T̃I
i ∈

U(ni,Kd), ni ≥ Kd, i ∈ BI
g , and Ũjk ∈ U(Ajk, d), Ajk ≥ d,

∀j, k, to satisfy the following equations:

(Ũjk)
†He

jk,iT̃
I
i = 0, ∀j, k, i ∈ BI

g\{j}. (17)

Problem 1

Constraints 1 feasible under

Thm.2 (Suff. cond.)
Upper Bound

Thm.1 (Nece. cond.)
Lower Bound

Fig. 2. Relationship between Problem 1 and Thm. 1, 2.

The equivalent relationship between Constraints 1 and Con-
straints 2 is established in the lemma below.

Lemma 1 (Equivalence of Constraints 1 and 2). Given the CSI feed-
back profile L and the outer precoders {TII

i ∈ U(N,Kd) : i ∈
BII
g } for type-II BSs, Constraints 2 is feasible iff Constraints 1 is

feasible.

Proof. Please refer to [20].

Note that IA Constraints 2 contain the intercell IA constraints
from type-I BSs only as in (17). Consequently, the aforementioned
CSI knowledge constraint (12) is automatically satisfied by using
Constraint 2 and Lemma 1. Based on Lemma 1 and Constraints
2, we obtain the following necessary feasibility conditions for Con-
straint 1.

Theorem 1 (Necessary Conditions for IA Feasible under L). Under
a given feedback profileL, Constraints 1 is feasible only if: 1)mjk−�

i∈BII
g \{j} Kd− d ≥ 0, ∀j, k, 2) N ≥ Kd, ni ≥ Kd, i ∈ BI

g , 3)

∀J [r]
sub ⊆ {(j, k) : ∀j, k},J [t]

sub ⊆ BI
g ,

�

(j,k)∈J [r]
sub

�
mjk −

���BII
g \{j}

���Kd− d
�
+

�

i∈J [t]
sub

K

×(ni −Kd) ≥
�

j∈J [r]
sub

�

i∈J [t]
sub

\{j}

Kd. (18)

Proof. Please refer to [20].

For instance, if we have 0 type-I BS (g = 0) and mjk = m,
∀j, k, in L, then Theorem 1 requires that N ≥ Kd, m ≥ (G −
1)Kd+ d must be satisfied for L to be IA feasible (see Example 1);
if we have 0 type-II BS (g = G) and mjk = m, ∀j, k, ni = n, ∀i,
in L, then Theorem 1 requires that m ≥ d, n ≥ Kd and m + n ≥
(GK + 1)d must be satisfied for L to be IA feasible (see Example
2). We also have that the conditions in Theorem 1 are sufficient in
the divisible cases.

Theorem 2 (Necessary Conditions for IA Feasible). When d | ni,
∀i ∈ BI

g , or Kd | (mjk − d), ∀j, k, the conditions in Thm. 1 are
also sufficient for Constraints 1 to be feasible.

Proof. Please refer to [20].

Remark 1 (Backward Compatibility with Previous Results). When
g = G, K = 1, mjk = M , ni = N , Thm. 2 agrees with the
previous results of Corollary 3.4 in [16]. When g = G, mjk = M ,
ni = N and both d | ni, d | mjk, ∀j, k, i, then Thm. 2 agrees with
the result of Thm. 2 in [17].
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Algorithm 1 Antenna Reduction in L0.
• Step 1: Construct the max flow graph N = (V, E) [21]:

1. The vertices are given by V = {a, b, ujk, vi, cji,k}, ∀j, k, i ∈
BI
g0 , where a, b are the source, destination node respectively

and ujk, vi, cji,k are the intermediate nodes in N .

2. The edges are given by E = {(a, ujk), (a, vi) ,(ujk, cjk,i),
(vi, cjk,i), (cjk,i, b) : ∀j, k, i ∈ BI

g0

�
, where (u, v) denotes

the edge from node u to node v.

3. The edge capacities are given by c(a, ujk) = c(ujk, cjk,i) =
(mjk − �

i∈BII
g0

\{j} Kd − d), c(a, vi) = c(vi, cjk,i) =

K(ni−Kd), c(cjk,i, t) = Kd, ∀j, k, i ∈ BI
g0 , where c(u, v)

denotes the edge capacity on the edge (u, v).

• Step 2: Find the max flow solutions {f(a, b) : (a, b) ∈ E}
[21] for N and perform antenna reduction as

ni = N0 −
�
c(a, vi)− f(a, vi)

Kd

�
d, i ∈ BI

g0 ;

mjk = M − �c(a, ujk)− f(a, ujk)� , ∀j, k.

4. ASYMPTOTICALLY OPTIMAL SOLUTION

In this section, we solve Problem 1 by replacing the constraint (16)
with the feasibility conditions specified in Thm. 1 and 2. Figure 2
summarizes the relationship between Problem 1 and Thm. 1, 2.

We first design an achievable feasible feedback profile solution
L0 that satisfies the sufficient conditions in Thm. 2. While the so-
lution is a suboptimal upper bound of the minimum feedback di-
mension D(L∗), we later show later that it is asymptotically optimal
as G → ∞. Denote N0 = min

�
GKd,

�
N
d

�
d
�
. The designed

solution L0 is obtained by first aggressively selecting the largest
number of type-II BSs, and then further performing antenna reduc-
tion. Specifically, L0 =

�
{mjk : ∀j, k}, g0, {ni : i ∈ BI

g0}
�

where

g0 =
�

G((G−1)Kd−M+d)
N0−Kd

�
, and mjk, ni are obtained from Alg. 1.

By using the necessary conditions in Thm. 1, 2, we have the fol-
lowing characterizations on D(L0). Denote N1 = min(GKd,N),

g1 =
�

G((G−1)Kd−M+d)
N1−Kd

�
.

Theorem 3 (Characterizations on D(L0)). 1) The feedback profile
L0 is a feasible solution of Problem 1; 2) D(L0) and the optimal
feedback dimensionD(L∗) are bounded by

D(L0) ≥ D(L∗) ≥ Dlow � (19)
KGN1g1 (M − (G− g1)Kd)−KG2;

3) If N = aGKd, M = bGKd, 0 < a, b < 1, 1 < a+ b, then

lim
G→∞

D(L∗)

G4K3d2
= lim

G→∞
D(L0)

G4K3d2
=

(1− a)(1− b)2

a
. (20)

Proof. Please refer to [20].

From (20), the proposed solution L0 is an asymptotically opti-
mal solution of Problem 1.

5. NUMERICAL RESULTS

In this section, we verify the performance of the proposed feedback
scheme in a G = 3, K = 2, N = M = 4, d = 1 MIMO cellular
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Fig. 3. Throughput versus transmit SNR under Btot = 800 in a
G = 3, K = 2, N = M = 4, d = 1 network.

networks. Two baselines are considered, namely baseline 1 of full
CDI feedback as in [7–9] and baseline 2 of CSI submatrix feedback
as in [11].

We obtain L = {{m1k = m2k = 4,m3k = 3 : k = 1, 2}, g =
2, {n1 = n2 = 4}} for the proposed scheme and the sum feed-
back dimension for the proposed scheme, baseline 1 and baseline 2
are 110, 198, and 270 respectively. Figure 3 illustrates the network
throughput versus the transmit SNR P under a sum feedback bits of
Btot = 800. The proposed scheme achieves substantial throughput
gain over the baselines. This is because the proposed scheme sig-
nificantly reduces the CSI feedback dimension while preserving the
IA feasibility. Under the same number of feedback bits, more CSI
feedback bits can be utilized to reduce the quantization error per
dimension and hence, the proposed scheme can achieve less resid-
ual interference power from CSI errors. The dramatic performance
gain highlights the importance of reducing the feedback dimension
in MIMO cellular networks.

6. CONCLUSIONS

In this paper, we consider IA processing with partial CSI feedback
in MIMO cellular networks. We characterize the feedback cost by
the feedback dimension and establish a new set of IA feasibility con-
ditions under the proposed partial CSI feedback scheme. Based on
these results, we formulate the problem of feedback dimension min-
imization subject to IA constraints and propose an asymptotic opti-
mal solution. Simulation results show that the proposed scheme can
significantly reduce the CSI feedback cost of IA in MIMO cellular
networks.
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