
ULTRASOUND-COUPLED SEMI-SUPERVISED NONNEGATIVE MATRIX FACTORISATION
FOR SPEECH ENHANCEMENT

Tom Barker⋆, Tuomas Virtanen

Tampere University of Technology
Department of Signal Processing

Tampere, Finland
{Thomas.Barker, Tuomas.Virtanen}@tut.fi

Olivier Delhomme†
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ABSTRACT

We present an extension to an existing speech enhancement tech-

nique, whereby the incorporation of easily obtained Doppler-based

ultrasound data, obtained from frequency shifts caused by a talker’s

mouth movements, is shown to improve speech enhancement re-

sults. Noisy speech mixtures were enhanced using semi-supervised

nonnegative matrix factorisation (NMF). Ultrasound data recorded

alongside the speech is transformed into the spectral domain and

used additionally to audio in the mixture to be separated. Speech

components are learned from a training set, whilst noise compo-

nents are estimated from the mixture signal. We show that the ultra-

sound data can improve source-to-distortion ratios for the enhanced

speech, relative to both the non-ultrasound NMF case and an estab-

lished Wiener filter-based speech enhancement method.

Index Terms— Nonnegative Matrix Factorisation, Ultrasound,

Acoustic Doppler Sensor, Source Separation

1. INTRODUCTION

Speech enhancement is an important research problem in automatic

speech-recognition, hearing aids and telecommunication scenar-

ios. The removal of noise from a transmitted speech signal can

improve human communication, and automatic speech recogniser

performance. Traditional techniques of spectral subtraction [1] and

Wiener filtering [2] both require an estimate of the noise spectrum,

to be most effective. This is generally obtained by speech activity

detection being used to label portions of the signal as either speech

or noise, or assuming that frames of the signal contains no speech

activity, in order to derive a noise spectrum estimate.

Nonnegative matrix factorisation (NMF) is an established tech-

nique in sound source separation, and several variation and exten-

sions exist which produce good performance in specific conditions.

Separating a noisy speech signal into speech and noise allows noise

removal and improved signal-to-noise ratios. NMF decomposes a

signal into a sum of components which have time-varying activa-

tions and fixed spectra. Supervised NMF techniques generally learn
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the spectra of mixture components in advance, and estimate their

temporal activations. Fully supervised NMF-based separation pro-

duces good separation performance where sufficient training data is

available and where the noise model accurately fits the test data such

as in [3]. Where a suitable noise model is not available, the per-

formance of such approaches decreases. These scenarios are where

semi-supervised approaches can offer improved performance. Gen-

erally, an effective semi-supervised approach uses fixed atoms for a

single source, whilst noise atoms are obtained through iterative up-

dates during factorisation, as in [4, 5].

This paper proposes the addition of ultrasound information to

NMF-based audio source separation to aid in the removal of noise

and enhance speech signal quality. Ultrasound has successfully

been employed alongside audio data in improving performance of

voice-activity detection [6], speaker recognition [7], and speech

recognition [8]. Ultrasound is also ultilised in various other human-

computer interfaces, as summarised in [9]. This paper details the

first use of ultrasound data in an NMF audio-separation framework

for speech enhancement.

Our approach employs hybrid atoms which incorporate both au-

dio and ultrasound data for pre-training the speech components of a

mixture, whilst estimating noise spectra. An ultrasound transmitter-

receiver pair is used, which captures facial movements through

Doppler shifts of the reflected ultrasound signal. It offers a low-

hardware cost, intrinsically audio-noise-robust method of obtaining

additional data correlated with the audio produced by a talker.

Doppler-shift based methods, as used in the proposed separation

algorithm, rely on the movement of mouth and lips causing a shift in

the reflected carrier frequency. Other multimodal approaches incor-

porate movement of objects to aid audio separation, such as through

video as in [10], however this approach is more expensive both in

terms of computation and hardware cost. The proposed method re-

moves the requirement to extract features from the additional infor-

mation stream, instead the captured data to be directly incorporated

into the semi-supervised NMF framework.

2. ULTRASOUND DATA

Ultrasound data is captured simultaneously with audio. A single

fixed frequency ultrasound carrier tone is transmitted at the talker’s

mouth and the reflected signal simultaneously received as in Figure

1. The ultrasound signal is produced by driving the transmitter of

a tranceiver pair with a 40 kHz sinusoidal signal from a laboratory

signal generator. The tranceiver pair has a narrowband response cen-

tred around 40kHz. Movements of the talker’s lips and face cause a

Doppler shift in the reflected signal, and modulations in frequency
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Fig. 1. Schematic diagram of the capture of acoustic and corresponding

ultrasound Doppler data. T=Transmitter, R=Receiver, Mic=Audio Micro-

phone.

around the carrier are produced, proportional to the normal veloc-

ity of the reflecting surface. In [7] this system is referred to as an

‘acoustic Doppler sonar’ (ADS). In this way, an ultrasound signal

which is related to facial movements, hence, vocal sounds produced

is captured.

2.1. Signal Capture

The transmitter and receiver are mounted on electronics prototyp-

ing ‘veroboard’ along with soldered input and output connections

and 250 mV peak-to-peak sinusoid applied, which produces a sound

pressure level of approximately 85 dB referenced to 20 µPa. The

output of both the ultrasound receiver and simultaneously, a con-

denser microphone are captured by a computer soundcard at a sam-

plerate of 96 kHz. Following capture, the ultrasound signal is de-

modulated to a centre frequency of 4.4 kHz, by multiplication with

a digital sinusoid of frequency 35.6 kHz. The demodulated ultra-

sound signal is then lowpass filtered at 10 kHz and downsampled to

16 kHz. The audio data is also downsampled to 16 kHz to reduce

computational complexity when performing the enhancement.

2.2. Data Representation

A sliding 1024 point Hamming window with 75% overlap is used to

window both the time domain audio and (demodulated) ultrasound

signals, with each frame undergoing a discrete Fourier transform

(DFT) and the absolute value taken; effectively performing a short-

time Fourier transform (STFT). Redundant complex conjugate data

is discarded, leaving L = 513 bins of useful information. Due to the

relatively narrowband nature of the demodulated ultrasound signal,

not all bins of the 513-point DFT result are useful. In our implemen-

tation, M = 32 DFT bins of ultrasound data are retained from the

DFT data, centred around the carrier frequency. The magnitude of

the carrier frequency is significantly higher than the Doppler-shift-

induced frequency variations, yet contains little useful information.

The carrier frequency is therefore removed by setting corresponding

frequency bins to zero to make pattern fitting to the Doppler regions

(where information of interest exits) more effective (Figure 2).

To account for the longer-term low-frequency modulation trends

of facial movement, several (temporally) successive STFT frames

are concatenated to form each feature vector, for both the ultrasound

and audio data. The number of frames taken in context is defined

here as N . The operation is as in [11], where a sliding window of

N frames is used to produce each frame of the modified output. The

frames at the end of a signal are padded with zeros to reach correct

dimensionality in the case that the column index exceeds the num-

ber of STFT frames. The sliding window concatenation operation is

performed for the audio and ultrasound STFT data separately. The

resulting matrices are combined, resulting in each observation vector

having a length of N(L +M). An example of the data representa-

tion is shown graphically in Figure 3. Where there are T observation

frames, X is a matrix of dimensions N(L+M)× T .

3. INTEGRATION OF ULTRASOUND INTO AN NMF

FRAMEWORK

Nonnegative matrix factorisation represents a mixture signal as an

additive sum of spectral atoms and their corresponding temporal ac-

tivation. In our semi-supervised case, a dictionary matrix of speech

atoms Bs is learned prior to factorisation, whilst noise dictionary

matrix Bn is initialised randomly and updated during factorisation.

The overall dictionary of atoms, B is comprised of Bs and Bn thus:

B = [BsBn]. (1)

The non-negative mixture signal, represented by magnitude spectro-

gram matrix X can then be modelled as matrix X̂, the product of

dictionary, B with their corresponding weight matrix, W as:

X ≈ X̂ = BW. (2)

3.1. Coupled Ultrasound Model

The audio STFT is modelled as the weighted sum of speech and

noise atoms. The ultrasound STFT is modelled as the sum of cou-

pled speech ultrasound atoms, having the same weight as the coupled

audio portion, with no contribution from noise atoms.

In our case the matrix X consists of an audio and ultrasound por-

tion, Xa and Xu. The ultrasound portion is weighted by variable β,

which defines its contribution to the mixture to be separated.

The dictionary matrix B can be divided into speech and noise,

audio and ultrasound sections, with subscript s, n, a, u denoting

speech, noise, audio and ultrasound respectively:

X =

[

Xa

βXu

]

≈ X̂ =

[

Bsa Bna

βBsu 0

] [

Ws

Wn

]

(3)

where Ws and Wn are the speech and noise atom weights respec-

tively. There is no ultrasound data used in the noise model, instead,

this part of the matrix is filled with zeros.

Here, we model a mixture where there is no ultrasound present in

the background noise. We make the assumption that in application

of such a method, noise-based interference at the tranceiver response

frequency is minimal due to the narrowband nature of the ultrasound

signal. Indeed, in [6] the effects of spurious background noise on

such a Doppler based system were evaluated and had an inconse-

quential effect.

3.2. NMF Algorithm

The NMF algorithm aims to minimise the Kullback-Leibler (KL)

divergence between X̂ and X, whilst constraining sparsity of the

weights as in [12]. Sparsity constraints have been shown in some

cases to be able to produce better separation within an NMF frame-

work by producing more ‘meaningful’ data representations, penalis-

ing non-zero terms in W. That is, the spectra which typically consti-

tute a sound source are only active for a small portion of the temporal

frames present. The update equations are described here are applied

on B and W, to factorise X̂. Updates are performed on Bn, Ws

and Wn, updating both the weights and noise atoms during each

iteration. Speech atoms remain fixed.
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Fig. 2. Original audio signal (top), audio signal spectrogram (middle) and

corresponding processed ultrasound spectrogram centred on the data of in-

terest with carrier frequency removed (bottom).

The weights are updated using Equation (4) after matrix W has

been initialised to value 1 over its entirety.

W←W ⊗ ∇c
−(B,W)

∇c+(B,W)
(4)

where:

[∇c−(B,W)]j,t = [B′ X

BW
]j,t + α

wj,t

√
T
∑T

i=1
wj,i

(
∑T

i=1
w2

j,i)
3/2

(5)

[∇c+(B,W)]j,t = [B′
1]j,t + α

1
√

1

T

∑T
i=1

w2
j,i

(6)

and where α is a sparsity weight, 1 is a matrix of all ones, with

the same dimensionality as X and T is the number of observation

frames. Matrix row indices are denoted as j and column indices t

or i. The first terms of Equations (5) and (6) correspond to KL-

divergence whilst the last terms correspond to sparsity.

The noise portion Bna of the spectral atom matrix B is updated

using:

Bna ← Bna ⊗
Xa

BW
Wn

′

1Wn
′ . (7)

Both the full weights matrix W and the audio portion noise spec-

tra atoms Bna are updated iteratively, alternating between Equation

(4) applied to (B,W) and Equation (7) applied to Bna.

3.3. Prevention of Overfitting

In semi-supervised NMF approaches where noise atoms are updated,

there is the possibility that noise atoms can model the speech, or en-

tire mixture, rather than the noise contribution. When applying up-

date equations until convergence is reached, overfitting of the noise

basis atoms can occur. Indeed in [2] it is noted that separation per-

formance decreased with increasing number of iterations. A com-

promise must be reached between updating the weights matrix and

overfitting the noise atoms. In our trials we evaluated the effects of

increasing numbers of iterations of update equations applied to both

weights and noise atoms.

Stacking successive frames in the factorisation model also reduces

overfitting, since shorter unstacked noise atoms would more rapidly

converge to represent speech. Higher numbers of noise atoms also

make overfitting more likely.

3.4. Signal Reconstruction

Following factorisation in the spectral domain, the separated audio

components must be reconstructed in the time domain. For this, a
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Fig. 3. Example matrix X reshaped with N = 3. The upper portion is

the reshaped audio contribution, whilst the narrow band at the bottom of the

figure is the reshaped ultrasound contribution.

Wiener filter is produced from the audio portion of the factorised

matrices. Ultrasound information is discarded, and a stacked spec-

trogram for speech factors is generated by:

Ỹs = BasWs (8)

and similarly for noise
Ỹn = BanWn. (9)

These matrices are reshaped to dimensions of L × T , by apply-

ing an inverse to the concatenation operation described in Section

2.2. Columns are unstacked, and contributions placed additively into

their original position in the audio STFT. Estimates of Ys and Yn

are obtained from averaging overlapping windows as in [11]. The

speech contribution S, to the original audio mixture spectrogram X̃a

can be obtained by applying the Wiener-like filter:

S = X̃a ⊗
Ys

Ys +Yn
(10)

The time-domain speech signals is then obtained from S by com-

bination with the original phase from X̃a, applying an inverse STFT,

and overlap-add reconstructing the resulting frames.

4. EXPERIMENTAL EVALUATION

The performance of the proposed method was evaluated using

the source-to-distortion ratio (SDR) metric, as defined in the BSS

Toolkit for evaluating source separation [13]. The enhancement ap-

proach was compared to semi-supervised NMF without ultrasound

as well as a two-step Wiener-filter spectral subtraction method [2].

Noise was removed with the proposed method, and the SDR of the

enhanced speech was measured.

4.1. Producing the Test Mixtures

Test mixtures were created by mixing a single captured ultrasound

utterance with noise data. Non-stationary noise data consisted of

random portions of the background noise portion of the CHiME cor-

pus [14] (realistic environmental noise).

Speech data was produced by a native British English speaker

reading aloud Harvard sentences [15]. All sentences were recorded

in one sitting, with the ultrasound transducer and microphone placed

50 cm away from the talker’s face, and the talker remaining station-

ary.

100 Harvard sentences were mixed with portions of the noise data,

trimmed to the length of the speech utterance. All mixtures were

normalised to have the same root-mean-squared (RMS) value for

both speech and noise. Mixtures were only created for the audio

portion of the signal, whilst the ultrasound signal was copied from

the speech signal. The CHiME dataset was also used in evaluation of
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Fig. 4. Average speech enhancement SDRs for 10, 50 and 200 iterations of updates with 5 and 10 noise atoms and varying sparsity weight α, relative to
ultrasound weight, β. Each panel shows the effect of varying sparsity weight and number of stacked frames, N , for a fixed number of iterations and noise
atoms.

semi-supervised NMF of speech/noise mixtures in [5], although our

test mixtures had a normalised SNR of 0 dB whereas the mixtures are

unscaled in [5], as well as using a different dictionary atom length,

making direct comparison of SDR figures obtained difficult.

4.2. Obtaining the Dictionary Atoms

Cross validation over 100 uterances was employed with a single

utterance forming the test-mixture trial subset, whilst dictionary

atoms were obtained from the remaining 99 utterances (the test

subset). The atoms were produced by subjecting each training ut-

terance to the same processing that was used to produce the test

mixture, that is, STFT and stacking, with the same parameters as

to produce test mixture matrix X. This resulted in a dictionary of

roughly 20,000 pre-learned atoms for each trial. The audio portion

of the noise atoms was randomly initialised with absolute value of

Gaussian noise, which was updated via the equations in Section 3.2,

whilst the ultrasound portion (not updated) was initialised with a

very small positive random values (of the order 10−12), to prevent

divide-by-zero errors.

4.3. Test Conditions

The proposed method was evaluated across the 100 test mixtures

for different values of frame stacking, N , and factorisation sparsity

cost α. The mean SDR value over 100 trials was obtained for each

ultrasound weight β. Values of 0, 1 and 10 were used for α and 1,

5, and 10 for N . Noise dictionaries of size M = 5 and M = 10
atoms were trialled, as were performing 10, 50 or 200 iterations of

update equations. The ultrasound portion of X was weighted with a

parameter β, specifically β =0, 0.3, 0.5, 1, 3, 5, 10, 20. The case of

β = 0 was verified to produce numerically identical to exclusion of

the ultrasound data altogether.

4.4. Experimental Results

The results of interest are presented in Figure 4. In all cases tested,

increasing number of stacked frames, N , produced better enhance-

ment. The case of N = 5 is not presented, as results produced were

inferior to the N = 10 case. As the number of iterations increased,

overall performance varied. It is shown that increasing from 10 to

50 interations increases performance, but when 200 iterations are

applied (convergence is reached), performance generally decreases

compared to the 50 iteration case. The results show that for the

mixtures under test, the incorporation of ultrasound data improves

NMF-based enhancement performance. Even in the best performing

cases, over 1dB additional enhancement performance is achieved as

a result of inclusion of ultrasound data.

Greatest performance is achieved for high sparsity weight for a

high N , and lower number of noise atoms. The effects of sparsity

also vary with number of update iterations, and at low number of

iterations the performance difference between M = 5 and M = 10
noise atoms is negligible. The Wiener filtering achieved an aver-

age enhancement of 3.54 dB, so is surpassed by the NMF-based ap-

proach in almost all practical parameter combinations.

5. CONCLUSIONS AND DISCUSSIONS

This paper proposed a way to incorporate information about facial

movements measured with ultrasound into a semi-supervised NMF

based speech enhancement framework. The Doppler shifts caused

by reflected ultrasound are used to produce spectral features which

can be employed alongside audio spectrograms. The results showed

increased enhancement with the addition of ultrasound data, and pro-

vided insight into how algorithm parameters affect enhancement.

The effects of overfitting the noise atoms should studied further,

as the intereaction between number of updates, sparsity constaints

and stacking of temporal frames is complicated. It is likely that

where the performance decreased despite more convergence of the

cost function, that noise atoms had increasingly approximated the

speech contributions. It is possible that improved results obtained

through stacking is a combination of both decreased overfitting and

inclusion of greater temporal context.
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