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ABSTRACT

Our recent work has shown that quality of compressed sens-
ing reconstruction can be improved immensely by minimis-
ing the error between the signal and a correlated reference, as
opposed to the conventional l1-minimisation of the data mea-
surements. This paper introduces a method for online estimat-
ing suitable references for video sequences using the running
Gaussian average. The proposed method can provide robust-
ness to video content changes as well as reconstruction noise.
The experimental results demonstrate the performance of this
method to be superior to those of the state-of-the-art l1-min
methods. The results are comparable to the lossless reference
reconstruction approach.

1. INTRODUCTION

Compressed sensing allows a complete signal to be recon-
structed from its under-sampled measurements. The recon-
struction is done by maximising the sparsity of the signal, giv-
ing the sparsest solution to the problem which is the closest
approximation to the original signal [1]. It is well established
that l1-minimisation (l1-min) – which minimises the l1-norm
of signal – can be used to achieve such sparsest solutions
[2, 3, 4]. However, in many real-world applications, such as,
natural video reconstruction or medical imaging, the spars-
est solution is not always the best approximation. The reason
is the sparsity of the original signal itself is not sufficiently
sparse. In this case, the absence of many small coefficients in
the sparsest solution actually produces reconstruction noise.

In order to improve reconstruction results, many attempts
have used side-information or some prior-knowledge about
the signal to the reconstruction process. The motivation of
these attempts is that in most applications, some character-
istics of the signal can be predetermined or approximated
from its neighbours. This observation can be seen clearly in
Magnetic Resonance Imaging, sensor networks, multiview
imaging , and surveillance camera applications, etc. [5, 6].
Many kinds of side-information have been employed for
successfully improving the quality of reconstructed signal
significantly. These side-information types include sparsity
patterns, signal’s upper and lower bounds [7], and group

reconstruction [8]. There are many variants of the use of
sparsity patterns, including the case where only the location
of sparse support is known [9, 10], Model-based compressed
sensing, where both location and structure (such as wavelet
coeeficient distribution) is known [11, 12], and Kalman-
filtered compressed sensing, where the sparsity pattern is
assumed to change slowly over time [13].

One of the side-information which contains a lot of useful
information about the signal is the signal itself from another
instance of time. That is, in a sequence of time-series signal,
such as video sequence, a frame is highly temporally cor-
related to its neighbours. Therefore any frame can be used
as a side-information to reconstruct its consecutive frames.
Our previous work in [14] shows that by using a correlated
(either temporally or spatially) reference of the measured
data, it improves reconstruction greatly. Many compressed
sensing algorithms employing temporally or spatially ac-
quired side-information [15, 16, 17, 8] also demonstrate the
same improvement over the conventional l1-min. However,
even though using lossless references can lead to much better
results, acquiring such references is impractical in most appli-
cations. Apart from few applications that lossless references
can be obtained using specially designed sensing schemes,
such as MRI or multiview imaging, most applications do not
have the comfort of acquiring some frames fully to used as
references. Thus a reference estimation method is needed to
create references directly from the reconstruction results.

This paper introduces a method to construct references
without the need of uncompressed acquisition by using the
running Gaussian average (RGA) of previously reconstructed
frames as the reference estimator. This paper shows that by
using RGA to estimate references, the performance of a loss-
less reference reconstruction is maintained. The proposed
method also increases the stability of the system, making it
less susceptible to reconstruction noise and content’s motions.
The rest of the paper is as follow: Section 2 presents the re-
construction method based on correlated references, Section 3
discusses the use of running Gaussian average as the reference
estimator. The experimental results are shown in Section 4,
followed by the conclusions in Section 5.
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2. RECONSTRUCTION USING CORRELATED
REFERENCES

Our previous work [14] shows that by minimising the er-
ror between the signal and its correlated reference during
its reconstruction instead of the sparsity, the result can be
greatly improved over the conventional l1-min. Such refer-
ences can be correlated temporally or spatially. It also shows
that by incorporating such references in reconstruction, the
least squares method – i.e. the l2-norm minimisation – can
be used in place of the l1-min. Doing so provides the results
comparable to those of the l1-min but with a much lower
complexity.

For a compressed sensing system y = Ax, where y ∈
Rm is a compressed measurement of x ∈ X(R), where

X(R) = {x|‖x− r‖1 ≤ R,x ∈ Rn},

and m � n, if a ful-length lossless reference r ∈ Rn is
known, the reconstruction result x̂ that is obtained from

min ‖x̂− r‖1 subject to Ax̂ = y, (1)

must satisfy

sup ‖x− x̂‖2 ≤ ‖x− r‖2. (2)

The proof can be found in [14]. This means the closer the
reference r is to the original x, the better reconstruction result
can be obtained.

We have also shown that the reconstruction based on the
reference can be incorporated with the least squares method.
That means a compressed sensing y = Ax, given a full-
length lossless reference r, its reconstruction result can be
obtained from

x̂ = r+AT (AAT )−1(y −Ar). (3)

The proof of Eq. (3) can also be found in [14]. The use of
the least squares method can provide a much lower complex-
ity compares to the l1-min. This combination of methods is
demonstrated to provide results comparable to the conven-
tional l1-min’s results. Again, the reference r is preferred
to be as close to the original x. However, employing a full-
length lossless reference in practical sensing applications is
difficult. Thus we present the RGA-based reference estimator
in Section 3.

3. REFERENCE ESTIMATION USING RUNNING
GAUSSIAN AVERAGE

The most straightforward reference is to use the current re-
construction result as a reference for the next frame. That
is, except the first frame where the reconstruction is done us-
ing l1-min, the reconstruction result x̂t at time t is used as
a reference for reconstructing x̂t+1. This scheme is easy to

implement and can provide references that is very close to
the current frame. Its drawback is, however, it can reduce the
stability of the system with presences of reconstruction noise
and motion.

In order to increase the stability of the system by creating
a more robust reference, a probability-based approach can be
used. The running Gaussian average (RGA) is a method pop-
ular among many computer vision techniques and is mostly
used to model a background of image sequence [18, 19]. The
RGA models each pixel as a Gaussian distribution of pixel
values. In another words, at a given time t and pixel location
index i, a reference pixel ri,t ∈ rt|ri,t ∈ R is model as

ri,t = N (µi,t, σ
2
i,t),

where µi,t and σ2
i,t are the mean and variance of ri at time

t. The model is updated at every frame using the following
equations:

µi,t = αx̂i,t + (1− α)µi,t−1, (4)

σ2
i,t = α(x̂i,t − µi,t)

2 + (1− α)σ2
i,t−1, (5)

where x̂i,t ∈ R is a pixel from the reconstructed result x̂t at
time t.

This paper chooses the RGA as the reference estimator
because of its simplicity. A single parameter 0 ≤ α ≤ 1
is the refresh rate of the reference which plays an important
role to determine the trade off between the reference’s rate of
response and the system stability. As α → 1, the model re-
sponses faster to changes of image contents, ultimately α = 1
is equivalent to the simple reference reconstruction discussed
earlier. As α decreases, the response of the reference de-
creases together, which increases the distance between the
reference and the original. However, the stability of the sys-
tem is increased and is more robust to the reconstruction noise
and content movements. The effect between the refresh rate α
and the stability of the reconstruction system is demonstrated
in Section 4. Fig. 1 shows the comparison between the simple
references and the references from the RGA-based reference
estimator for two different sequences (one with low motion
and the other with high motion).

4. EXPERIMENTAL RESULTS

4.1. Implementation details

Algorithm 1 describes the implementation of the proposed
method.

The reconstruction of the first frame x̂1 is reconstructed
using the conventional l1-min method by setting r0 = 0, i.e.
a zero vector with the same length as x1 . This x̂1 is used as
the initial reference r1.

Every other xt when t > 1 is reconstructed based on the
reference rt−1. The reference rt is updated using Eq. (4)
based on the result x̂t.
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(a) Simple reference (b) RGA reference (c) Simple reference (d) RGA reference

Fig. 1: References of a medium activity sequence (a),(b) and references of a high activity sequence (c),(d)

Algorithm 1 Proposed reconstruction method
Input: a sequence of compressed measurements Y = AX,
sensing matrix A, refresh rate α
Output: a sequence of reconstruction results X̂

initialise reference r0 := 0; t = 1;
repeat

reconstruct x̂t from yt and rt−1 using (1) or (3)
if t = 1 then

rt = x̂t;
else

rt := (1− α)rt−1 + αx̂t;
end if
t := t+ 1;

until stopped or last frame is reached

The proposed method is applied to a test set of 14
randomly selected video sequences. The reconstructed se-
quences are compared with several states-of-the-art methods
which are the lossless reference reconstruction [14], Kalman-
filter CS [13], CS image reconstruction with side-information
[20], and the conventional l1-min using ISAL1 algorithm
[21].

4.2. Reconstruction error and visual quality

All measurements are performed with the compression rate
of 50%. The proposed method uses the refresh rate α = 0.5
through out the experiment. The signal size is 4096 pixels
per frame and each sequence contains 300 frames. The re-
construction error (measured by PSNR) and the visual quality
(measured by SSIM [22]) are shown in Table 1.

The performance of the proposed method when minimis-
ing the l1-norm of the error with respect to the reference using
Eq. (1) (RGA-l1) is comparable to the quality of the results
obtained from lossless reference method. This removes the
need of the uncompressed acquisition and therefore allows
more practical reconstruction systems than previously possi-
ble. The performance of the proposed method is also superior
to both state-of-the-art methods. Even though the pixel-wise
prediction of Kalman-filter CS provides results with good
PSNR, their visual quality is severely compromised. On

the contrary, the algorithm of [20] which employ the inter-
image correlation provides results with better visual quality
despite having lower PSNR. Our method outperforms both
algorithms in terms of both metrics.

The another interesting results is that the proposed method
when using the least squares to minimise the error with re-
spect to the reference using Eq. (3) (RGA-LS) can provide
the results comparable to the l1-min algorithm. This situation
is the same as the one that has been shown in [14], which
provide a low complexity alternative to the l1-min. By using
the least squares method with reference, our proposed method
can reconstruct the same sequence hundreds times faster than
l1-min method. Again, our method here has an advantage
over the previous work since no lossless reference is required.

4.3. Refresh rate and signal stability

As discussed in Section 3, the refresh rate α is related to the
stability of the proposed method. This effect of stability is
obvious in high-activity sequences, where the correlation be-
tween each frame is low.

Fig. 2 demonstrates the effect of the refresh rate to the
stability. By decreasing α, the reference’s response to the
changes in the sequence slows down. In case of the low-
activity sequence, reducing α reduces the PSNR accordingly.
In the high-activity sequence, however, it can be noticed that
the fluctuation in the reconstruction error is reduced when α is
lower. As a result, the overall reconstruction quality is better
when α is low in the high activity sequence.

Fig. 3 shows the examples of reconstruction frames from
a medium-activity sequence and a high-activity sequence. It
can be seen that even when the high motion is present in the
sequence, the result of our proposed method still outperforms
the result of l1-min method.

5. CONCLUSIONS

The running Gaussian average reference-based reconstruc-
tion method for video compressed sensing has been proposed
in this paper. It outperforms other state-of-the-arts algorithms
and is comparable to the lossless reference method when
using with l1-min-based optimisation. Moreover, it has the
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Table 1: Comparison of reconstruction error and visual quality

Sequence Proposed RGA-l1 Proposed RGA-LS Lossless [14] KF-CS [13] CSIR-SI [20] ISAL1 [21]
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Low-activity sequences
Akiyo 39.03 0.95 32.02 0.73 40.97 0.94 31.94 0.19 29.44 0.44 32.50 0.75
Claire 36.31 0.95 31.53 0.65 41.12 0.95 31.74 0.18 29.23 0.38 32.36 0.69

Container 38.04 0.94 30.60 0.56 40.66 0.95 32.36 0.16 28.98 0.36 30.86 0.58
highway 39.30 0.93 31.89 0.64 40.19 0.92 31.97 0.23 29.27 0.27 32.43 0.65

Miss USA 41.99 0.96 35.72 0.80 42.79 0.95 32.72 0.19 29.80 0.37 36.33 0.82
Medium-activity sequences

Carphone 35.42 0.91 30.76 0.63 35.84 0.89 31.86 0.22 28.35 0.30 30.75 0.69
Coastgaurd 33.98 0.82 31.17 0.60 33.96 0.79 32.04 0.14 28.20 0.21 32.07 0.69

hall 36.08 0.92 29.95 0.63 37.17 0.92 32.58 0.19 28.65 0.32 30.58 0.66
Mother 39.70 0.95 32.56 0.73 41.18 0.94 32.32 0.59 29.85 0.44 33.35 0.76
News 35.70 0.92 29.90 0.62 36.94 0.92 31.65 0.27 28.37 0.30 30.26 0.64

Salesman 36.84 0.94 30.60 0.69 37.70 0.93 32.59 0.24 28.73 0.35 31.95 0.76
High-activity sequences

foreman 32.67 0.84 29.16 0.45 32.99 0.83 32.52 0.18 28.16 0.27 30.69 0.69
Ice skate 30.89 0.66 28.90 0.29 31.17 0.63 32.24 0.18 28.06 0.25 30.51 0.61

Silent 36.38 0.93 30.17 0.64 37.29 0.93 32.11 0.16 28.31 0.27 31.36 0.72

(a) Low activity sequence

(b) High activity sequence

Fig. 2: PSNR comparison between the proposed method and
l1-min method ISAL1 demonstrates the relationship between
the refresh rate and stability

(a) Proposed method ( PSNR =
31.2 dB, SSIM = 0.92 )

(b) ISAL1 ( PSNR = 30.80 dB,
SSIM = 0.62 )

(c) Proposed method ( PSNR =
32.02 dB, SSIM = 0.7 )

(d) ISAL1 ( PSNR = 30.78 dB,
SSIM = 0.57 )

Fig. 3: Reconstruction results of the proposed method com-
pares to ISAL1 of medium activity sequence (a),(b) and high
activity sequence (c),(d).

performance comparable to the conventional l1-min method
when using the least-squares-based optimisation, despite
having much lower complexity. Although high motion in the
sequence is still a challenge for good reconstruction, the pro-
posed method is shown to be adjustable to such circumstances
by the tuning of its refresh rate.
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