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ABSTRACT

Temporal filtering of feature trajectories and linear transformation

of feature vectors are two effective ways to compensate the speech

features to achieve robust speech recognition in noisy and reverber-

ant environments. In the previous studies, as the two methods are

usually applied in sequence, the interaction between the two meth-

ods is not optimized. In this paper, we propose a generalized trans-

form which integrates temporal filter and linear transformation into

a single process. The new transform parameters are optimized to

minimize an approximated Kullback-Leibler divergence between the

distribution of the compensated features and the distribution repre-

sented by a clean reference model. The proposed method is evalu-

ated on the Aurora-5 clean condition training task. The experiments

show that the generalized transform significantly outperforms the

simple cascade of temporal filtering and linear transformation. For

example, the word accuracy is improved from 81.55% (cascade) to

83.99% (generalized) and from 72.09% (cascade) to 76.04% (gen-

eralized) for office and living room environments, respectively, in

speaker based feature adaptation scheme.

Index Terms— Robust speech recognition, temporal filter,

linear transformation, reverberant speech recognition, Kullback-

Leibler divergence.

1. INTRODUCTION

Robustness to noise and channel effects remains an unsolved prob-

lem in automatic speech recognition (ASR). Several factors, such

as reverberation, background noise, and transmission channel, intro-

duce distortions to the speech signal and cause a mismatch between

the clean trained acoustic model and the distorted test speech signal.

The key to improve the robustness of ASR systems is to reduce

the mismatch between the test features and the acoustic model [1].

In the past 3 decades, many techniques have been proposed to deal

with robustness issue in ASR, and they can be loosely classified into

feature space techniques and model space techniques. Feature space

techniques usually compensate [2–4] or normalize [5–9] noisy fea-

tures to make it closer to the acoustic model. On the other hand, the

model space techniques usually either adapts [4, 10, 11] or compen-

sate [12, 13] the acoustic model to represent the noisy test features

better. In this paper, we will focus on feature space techniques due

to its flexibility to be used in different types of acoustic model.

Among feature space methods, there are two popular types of

processings as illustrated in Fig. 1(a). One is the linear transforma-

tion of feature vectors, such as the feature space maximum likeli-

hood linear regression (fMLLR, also called constrained MLLR) and

its extensions [10, 14–17]. The other is the linear filtering of fea-

ture trajectories, such as RASTA [18], ARMA filter [19], data-driven

filters [20, 21], temporal structure normalization (TSN) and related

methods [22–25], and maximum normalized likelihood linear filter

(MNLLF) [26]. From a linear regression point of view, linear trans-

formation uses all dimensions of the current frame to predict the new

features that fit the acoustic model under maximum likelihood (ML)

criterion. On the other hand, temporal filter uses the context informa-

tion in neighboring frames to predict the new features. Hence, linear

transformation uses inter-dimensional correlation information, while

temporal filter uses inter-frame correlation information. In our pre-

vious study, we have shown that linear transformation and temporal

filter are complementary and applying fMLLR after MNLLF [26]

produces better results than the two techniques alone.

Although temporal filter and linear transformation are shown to

be complementary, simply applying them in sequence may not pro-

duce optimal performance. This is because the cascading of the two

techniques does not allow interactions between them, and hence sub-

optimal performance may be obtained. In this paper, we propose to

combine the linear transformation and temporal filter and estimate

their parameters using a single objective function. The parameters

are estimated to minimize an approximated KL divergence between

the distribution of processed features and the distribution of clean

training features, represented by a Gaussian mixture model (GMM).

The rest of the paper is organized as follows. The generalization

of temporal filter and linear transform is introduced in section 2,

followed by experimental study on the Aurora-5 [27] clean condition

training task in section 3. Finally, we conclude in section 4.

2. GENERALIZATION OF TEMPORAL FILTER AND

LINEAR TRANSFORMATION

2.1. Generalized Transform

Let’s briefly review the processing in temporal filtering and linear

transformation. In temporal filtering, if we are using a finite impulse

response (FIR) filter such as in TSN [22] and MNLLF [26], we have

y
(d)
t =

L∑

τ=−L

a
(d)
τ x

(d)
t+τ (1)

where x
(d)
t and y

(d)
t represent the dth element of the observed and

processed feature vectors at frame t. a
(d)
τ are the filter weights for

dimension d with filter length 2L+ 1. The temporal filtering can be

seen as a linear regression problem in which we use the local feature

trajectory centered at x
(d)
t to predict the new features y

(d)
t .
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Fig. 1. Cross transform is the combination of linear transformation

and temporal filter.

In linear transformation such as fMLLR [10, 14], we have

yt = Bxt + c (2)

y
(d)
t =

D∑

i=1

b
(d)
i x

(i)
t + c

(d)
(3)

where xt = [x
(1)
t , ..., x

(D)
t ]T and yt = [y

(1)
t , ..., y

(D)
t ]T are the ob-

served and processed feature vectors at frame t, respectively. D is

the dimensionality of the feature vectors. b
(d)
i for i = 1, ..., D is the

dth row vector of the transformation matrix B. c(d) is the dth ele-

ment of the offset vector c. As suggested by its name, fMLLR is also

a linear regression problem in which the regressors are the elements

of the feature vector at frame t.
As temporal filtering and linear transformation use different in-

formation source, namely the inter-frame and inter-dimensional cor-

relation, respectively, they are complementary when used to com-

pensate speech features for robust speech recognition [26]. In [26],

a simple cascade of MNLLF filter and fMLLR already shows better

results than any of the two methods applied individually. However,

we believe that simply applying temporal filtering and linear trans-

formation in sequence do not fully exploit their potential. A better

way may be to allow the filter and the transform to be optimized

jointly so that interactions between them are accounted for.

To simultaneously apply temporal filter and linear transforma-

tion on speech features, we use a generalization of both temporal

filter and linear transform as follows:

yt =
L∑

τ=−L

Bτxt+τ + c = Wx̃ (4)

where Bτ , τ = −L, ..., L are the transformation matrixes. W =
[B

−L, ...,BL, c] and x̃t = [xTt−L, ..., x
T
t+L, 1]

T are the concatenated

transformation matrices and inputs, respectively. The transform in

(4) maps a block of noisy features to clean features to make use of the

temporal (contextual) information. Similar transform has been used

in [28], where simultaneous recordings of clean and noisy speech

were available during training and the task was to map the noisy

features to clean features using a class-based least square regression.

Hence, the task in [28] is different from the task in this paper, which

is to dynamically adapt the test features without parallel data.

A major problem of the transform in (4) is that there are too

many parameters in W and a lot of test data is required for its reli-

able estimation. For example, if we set L = 15, i.e. use a context of
31 frames, then there are 31D2+D parameters, which is not feasible

to be reliably estimated from a small amount of test data, e.g. one

test utterance. Therefore, in this study, we make W sparse by setting

most of its elements to zero. Specifically, to predict the feature at

frame t and dimension d, y
(d)
t , we only use the local feature trajec-

tory and feature vector that contains x
(d)
t as shown in Fig. 1(b). The

simplified transform is simply the combination of the linear trans-

form in (2) and temporal filter in (1). In this way, long-term distor-

tion can be handled better. As the transform takes place covering a

cross in the speech features, we will call it the cross transform.

The cross transform is a special case of the full transform W.

Specifically, we restrict Bτ to be diagonal matrix if τ 6= 0 and allow
B0 to be full matrix. The number of free parameters inW is 2LD+
D2 + D, and the parameters could be robustly estimated from one

test utterance if we use regularization and statistics smoothing as

described in the following sections.

2.2. Design Criterion

Similar to MNLLF [26], the parameters of the cross transform can be

estimated by minimizing an approximated KL divergence between

the distribution of processed features, py, and the distribution of

clean training features, pΛ. The cost function to be minimized is

obtained in a similar way in [26] as follows

f(W) =
λ

T

T∑

t=1

log(py(Wx̃t))−
1

T

T∑

t=1

log(pΛ(Wx̃t|Λm))

+
β

2T
||W−W0||

2
F (5)

where T is the number of test frames, the operator ||.||2F denotes the

Frobenius matrix norm. W0 is the initial weights, in which c and Bτ

contain all zero’s for τ 6= 0 and B0 is the identity matrix. With this

design, the initial yt = W0x̃t = xt. Tunable parameters β and λ are

used to control the contributions of the Frobenius norm and data dis-

tribution py in the cost function, respectively. By minimizing (5), we

are trying to increase the likelihood of the processed features on pΛ
which is trained from the features used to train the acoustic model of

the speech recognition system. At the same time, the likelihood of

the processed features on py is kept down to prevent the processed

features from having very small variances. Note that the transforma-

tion in feature space will change py .

In practice, the distribution pΛ is represented by a GMM, whose

parameters Λ = {cm,µm,Σm|m = 1, ...,M} are estimated to-

gether with the acoustic model from the clean training data. As we

only have limited test data, a single Gaussian with full covariance is

used to represent py. The mean and covariance of py are estimated

as µy = Wµx̃ and Σy = WΣx̃W
T , where µx̃ = 1

T

∑T

t=1 x̃t and
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Table 1. Procedures of estimating the cross transform parameters.

Step 1: Set n = 1 and Wn−1 = W0

Step 2: Compute statistical in (8), (9) and (10)

Step 3: EstimateWn to minimize Q(Wn−1,Wn) using
L-BFGS algorithm [29] with gradient defined in (11).

Step 4: If convergence is met or maximum number of iterations is

reached, exit.

Otherwise, set n = n+ 1 and go to Step 2.

Σx̃ = 1
T

∑T

t=1(x̃t − µx̃)(x̃t − µx̃)
T are the sample mean and co-

variance of x̃. With the definitions of py and pΛ, (5) can be rewritten
as

f(W) = const−
λ

2
log det(WΣx̃W

T ) +
β

2T
||W−W0||2

−
1

T

T∑

t=1

log
M∑

m=1

cmN (Wx̃t;µm,Σm) (6)

where det(·) denotes the determinant of a matrix. Note that in this

work, the full covariance matrix,Σy , is used to model the processed

feature distribution instead of the diagonal one in [26] in order to

model the relationship between different features.

2.3. Parameter Estimation

To find the optimal parameters of W, an EM algorithm is used. An

auxiliary function to be minimized is derived from (6) as follows

Q(Wn−1,Wn) = −
λ

2
log det(WΣx̃W

T ) +
β

2T
||W −W0||2

+
1

2T

T∑

t=1

M∑

m=1

γ
(n−1)
t,m (Wnx̃t − µm)TΣ−1

m (Wnx̃t − µm)

= −
λ

2
log det(WnΣx̃W

T
n ) +

β

2T
||Wn −W0||2

+
1

2

D∑

d=1

e
T
d WnG

(d,n−1)
W

T
n ed −

D∑

d=1

e
T
d Wnp

(d,n−1)
(7)

where ed is a D × 1 vector whose elements are all zero except that

the dth element is 1. The statistics are defined as

γ
(n−1)
t,m =

cmN (Wn−1x̃t;µm,Σm)
∑M

i=1 ciN (Wn−1x̃t;µi,Σi)
(8)

G
(d,n−1) =

1

T

T∑

t=1

M∑

m=1

γ
(n−1)
t,m

σ
(d)
m

2 x̃tx̃
T
t (9)

p
(d,n−1) =

1

T

T∑

t=1

M∑

m=1

γ
(n−1)
t,m

σ
(d)
m

2
µ
(d)
m x̃t (10)

and they are collected using the previous estimate Wn−1. Note that

deriving (7) requiresΣm being diagonal. The posterior probabilities

of the Gaussians γ
(n−1)
t,m is updated after each time we update W.

The gradient of the objective function w.r.t. the dth row of W is

∂Q(Wn−1,Wn)

∂w(d)
= −λe

T
d (WnΣx̃W

T
n )

−1
WnΣ

T
x̃ + w

(d)
G

(d,n−1)

− p
(d,n−1)T +

β

T
(w(d) − e

T
d W0) (11)

The EM algorithm is summarized in Table 1. The maximum number

of EM iterations is set to 10. In the maximization step of each EM

iteration, we use L-BFGS [29] to minimize the auxiliary function.

Table 2. Recognition accuracy (%) achieved by speaker-based pro-

cessing on artificial reverberant and noisy data. “MNLLF+fMLLR”

represents the cascade of the two methods. λ = 0.8 is used. “Office”
is corrupted by reverberation only, while the 4 rows below “Office”

are corrupted by both reverberation and additive noise. The same

rule also applied to “Living”.

SNR Baseline MNLLF fMLLR
MNLLF Cross

+fMLLR transform

Clean 99.38 99.35 99.57 99.57 99.51

Office 94.26 97.05 98.03 98.54 98.41

15dB 83.99 90.49 92.88 95.11 95.90

10dB 75.61 83.00 85.20 88.85 91.08

5dB 61.65 68.79 69.94 75.05 79.00

0dB 41.69 46.81 44.73 50.22 55.54

Avg 71.44 77.23 78.16 81.55 83.99

Living 83.07 91.40 92.07 95.37 95.46

15dB 68.62 81.01 79.13 87.38 91.11

10dB 60.37 72.07 69.10 77.95 83.32

5dB 48.77 57.25 52.99 61.35 68.00

0dB 33.20 37.95 33.21 38.40 42.33

Avg 58.81 67.94 65.30 72.09 76.04

2.4. Statistics Smoothing

The estimation of W relies on 3 statistics: Σx̃, G
(d) and p(d). The

size of these statistics is quite large (e.g. with L = 16 and D =
39, Σx̃ is 1288 × 1288), reliable estimation is difficult with limited

test data. To address this issue, we smooth the statistics collected

from current test utterance by interpolating them with the statistics

collected from clean training data as follows

Σ̂x̃ =
T

T0 + T
Σx̃ +

T0

T0 + T
Σ

clean
x̃ (12)

Ĝ
(d)

=
T

T0 + T
G

(d) +
T0

T0 + T
G

(d)clean
(13)

p̂
(d) =

T

T0 + T
p
(d) +

T0

T0 + T
p
(d)clean

(14)

where Σclean
x̃ , G(d)clean and p(d)clean are collected from clean training

data. T0 is used to control the level of smoothing. The smoothed

versions of the statistics are used to compute the gradient in (11)

instead of the ones computed from test data.

3. EXPERIMENTS

We evaluate the proposed cross transform on the Aurora-5 clean-

condition training task [27]. The acoustic model was trained using

the standard script [27]. There are totally 11 test cases, including 1

clean case, 5 cases in living room environment, and 5 in office en-

vironment. For details of these test cases and model training, please

refer to [27]. Speech features are 39D MFCC features, including

c0-c12, and their first and second derivatives. Two feature prepro-

cessing methods are applied in cascade to each utterance, i.e. mean

and variance normalization (MVN) [6] and TSN [22].

Two types of experiments, i.e. utterance-based processing and

speaker-based processing, were conducted. In utterance-based pro-

cessing, cross transforms are estimated for each test utterance and
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Fig. 2. The average word recognition accuracy rate of the oracle and

actual experiments with various values of λ.

statistic smoothing is applied. In speaker-based processing, cross

transforms are estimated for each test speaker and statistic smooth-

ing is not used.

For both MNLLF and cross transform, the reference GMM pλ
is obtained by pooling the Gaussians in the clean acoustic model.

For fMLLR, a 2-pass decoding scheme and the clean acoustic model

are used to estimate the transforms. For both MNLLF and cross

transform, we use a context size of 33 frames, i.e. L = 16. The

variable λ and β are empirically set to 1 if not otherwise stated. In

utterance mode, the statistics smoothing parameters T0 is set to 100.

No offset is used in the cross transform.

3.1. Cross Transform by Speaker

Results for speaker-based processing are shown in Table 2. It is ob-

served that cross transform outperforms the cascading of temporal

filter MNLLF and linear transformation fMLLR significantly, except

for clean case and Office room no additive noise case. The number

of free parameters in cross transform is 39× 32+ 39× 39 = 2769,
which is slightly less than the combination of MNLLF 39 × 33 =
1287 and fMLLR 39× 39 + 39 = 1560. The number of utterances

for each test speaker is about 77 utterances, which represents a du-

ration of 144 seconds or 14,400 frames of feature vectors. Hence,

the amount of data is enough for reliable estimation of all involved

filters and transformations. The results proved that by using cross

transform to combine both temporal filtering and linear transforma-

tion and estimate the parameters jointly, better performance can be

obtained than simple cascading.

We also investigate the effect of the data distribution term in (6).

The average recognition accuracies on Office and Living room test

cases are plotted in Fig. 2 for different λ. For comparison, we also

plotted the performance of a “oracle test”, in which the Gaussian

posteriors γt,m are obtained by using the underlying clean features

of the noisy utterances. From Fig. 2, it is observed that when oracle

Gaussian posterior are used, the performance of cross transform does

not change much with λ. However, if the Gaussian posteriors are es-
timated from noisy observations, the performance of cross transform

depends on careful selection of λ and is the best when λ = 0.8 for

this particular test. Fig. 2 also shows the limitation of the linear cross

Table 3. Recognition accuracy achieved by utterance based pro-

cessing on artificial noisy data. fMLLR uses diagonal transforms.

λ = 1.0 is used.

SNR Baseline MNLLF fMLLR
MNLLF Cross

+fMLLR transform

Clean 99.38 99.22 99.37 99.27 99.08

Office 94.26 96.66 95.32 96.83 96.34

15dB 83.99 89.82 85.64 90.05 91.16

10dB 75.61 82.72 76.76 82.78 85.36

5dB 61.65 69.61 61.88 69.30 73.65

0dB 41.69 48.53 40.27 47.46 52.63

Avg 71.44 77.47 71.97 77.28 79.83

Living 83.07 89.93 85.72 90.58 89.60

15dB 68.62 79.58 70.62 80.02 81.01

10dB 60.37 71.14 61.37 71.26 73.55

5dB 48.77 57.72 48.53 57.31 60.85

0dB 33.20 39.16 31.83 37.97 42.15

Avg 58.81 67.51 59.61 67.43 69.43

transform. For example, even with “oracle” Gaussian posteriors, the

average accuracy on Living room is only around 80%. This is prop-

erly due to the fact that the linear cross transform is not able to deal

with some nonlinear distortions in the cepstral domain.

3.2. Cross-Transform by Utterance

In the previous subsection, we have demonstrated the potential of

cross transform when there are sufficient test data to estimate its

parameters. In this subsection, we investigate how cross transform

works with limited test data.

The performance of cross transform and other methods are

shown in Table 3. Interestingly, we observe similar results as those

in speaker based processing in Table 2. Specifically, cross trans-

form outperforms MNLLF, fMLLR, and their combination, in all

test cases, except for the clean and reverberant test cases without

additive noise. In utterance mode, the number of free parameters in

cross transform is the same as that in speaker mode, i.e. 2769 free

parameters. This is also true for MNLLF that has 1287 parameters.

For fMLLR, only diagonal transform with 39+39 = 78 parameters

is used as the average utterance length is only 2s and not enough

to estimate even block diagonal transforms. From the results, we

conclude that cross transform is still preferable especially at low

SNR levels. The gain of cross transform over other methods may be

due to two reasons: 1) the joint optimization of temporal filter and

linear transformation; 2) the smoothing of statistics.

4. CONCLUSIONS

In this paper, we proposed a generalized transform called cross trans-

form that combines temporal filter and linear transformation for ro-

bust speech recognition. The cross transform utilizes both inter-

frame and inter-dimensional information of speech features for fea-

ture processing. The performances of the cross transform in both ut-

terance and speaker-based processing significantly outperforms the

cascade of MNLLF filter [26] and fMLLR transform [10]. In future,

we will investigate nonlinear forms of cross transform that may be

better at handling nonlinear distortions in the cepstral domain.
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