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ABSTRACT

This paper studies the effectiveness of accomplishing high-level
tasks with a minimum of manual annotation and good feature rep-
resentations for medical images. In medical image analysis, objects
like cells are characterized by significant clinical features. Previ-
ously developed features like SIFT and HARR are unable to compre-
hensively represent such objects. Therefore, feature representation is
especially important. In this paper, we study automatic extraction of
feature representation through deep learning (DNN). Furthermore,
detailed annotation of objects is often an ambiguous and challenging
task. We use multiple instance learning (MIL) framework in clas-
sification training with deep learning features. Several interesting
conclusions can be drawn from our work: (1) automatic feature
learning outperforms manual feature; (2) the unsupervised approach
can achieve performance that’s close to fully supervised approach
(93.56%) vs. (94.52%); and (3) the MIL performance of coarse
label (96.30%) outweighs the supervised performance of fine label
(95.40%) in supervised deep learning features.

Index Terms— deep learning, feature learning, supervised, un-
supervised, multiple instance learning

1. INTRODUCTION

In medical image analysis, it is common to design a group of specific
features [1, 2] for a high-level task such as classification and seg-
mentation [3]. Meanwhile, detailed annotation of medical images is
often an ambiguous and challenging task. This paper addresses the
effectiveness and efficiency of accomplishing high-level tasks with
a minimum of manual annotation and good feature representations
[4, 5, 6].

There is a rich body of literature on feature representation. The
main methods of feature extraction are manually designed feature
descriptors [7, 8], fully supervised feature learning [9] and unsu-
pervised feature learning [10]. Manually designed feature descrip-
tors [7, 11], including gradient operators and filter banks, are un-
able to capture complex variations frequently found in medical im-
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ages. Fully supervised feature learning [9] requires a large amount
of accurately annotated data. Obtaining such annotated data is time-
consuming, labor-intensive, and ambiguous. Unsupervised feature
learning [12, 13, 14, 15] is based on unlabeled data. It can learn in-
trinsic and subtle features from the statistics of the real data. In this
paper, we study these methods in the medical image domain. We
used SIFT [7], LBP [8] and L*a*b color histogram as manual fea-
tures. We explored the features from the last hidden layer in deep
learning neural networks as fully supervised features. We adopted
the single-layer network of centroids derived from K-means clus-
tering algorithm as unsupervised features [16]. Experiment results
showed that both fully supervised and unsupervised feature learn-
ing are superior to manual features. In addition, we compared the
influence of different numbers of nodes of the last hidden layer in
fully supervised features. The high dimensional features are supe-
rior to the low dimensional features in the fully supervised feature
learning.

In high-level tasks such as classification, weakly supervised
methods combine the advantages of both the fully supervised and
the unsupervised [3, 17]. The goal is to automatically extract fine-
grained information from coarse-grained labels. Multiple Instance
Learning is a particular form of weakly supervised method which
we studied. A bag is comprised of many instances. Given a series
of bag labels, MIL uses the bag labels (coarse-grained) to predict
instance labels (fine-grained). In this paper, we study colon cancer
classification based on histopathology images. A histopathology
image is considered as a bag. An image is split into many patches
as instances. A bag is labeled as positive if the bag contains at least
one positive instance (cancer tissue). A bag is labeled as negative if
the bag contains all negative instances.

This paper is organized as follows. In Section 2, we describe
related work of feature learning and the MIL framework. In Section
3, we present the algorithms to study the efficiency and effectiveness
of feature learning and weakly trained classifiers. In Section 4, we
report experiment results from the different approaches. Then our
conclusion is presented in Section 5.

2. RELATED WORK

We broadly divided related work into three parts: (1) medical image
high-level tasks in medical imaging field, (2) deep learning in feature
learning and classification, and (3) multiple instance learning.
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Fig. 1. The flow diagram of the algorithms with a minimum of manual annotation and good feature representations. The inputs include
both cancer images and noncancer images. All images are used to generate patches. In feature learning processing, images/patches are used
to downsample receptive fields. Feature learning is implemented by three methods containing full supervised deep learning, unsupervised
learning of a single-layer network, and manual features. The next step is to extract features for each patches. In classifier processing, we
conduct fully supervised classifier (SVM) and weakly supervised classifier (MIL). The overall patch-level classification (cancer vs. non-
cancer) can be obtained based on the confidences from classifiers. Red represents cancer patches while green represents noncancer patches.

High-level tasks such as classification and segmentation in med-
ical imaging field is a hot topic. Due to clinical nature of the images,
many previous work focus on feature design. The main methods
consists of manually feature design, supervised feature learning, and
unsupervised feature learning. Boucheron [18] and Chang [19] fo-
cus on manual feature design while Le [20] focuses on unsupervised
feature learning. Boucheron et al [18] exploited segmentation re-
sults of cell nuclei as features to improve the classification accuracy
in histopathology images of breast cancer. The feature dimension
is 1035 in image-level classification. Chang et al [19] presented
nuclear level morphometric features at various locations and scales
within the spatial pyramid matching to classify tumor histopathol-
ogy images. Le et al [20] proposed a two-layer network with non-
linear responses to automatically learn features in histopathology tu-
mor images. In our work, we compared the three main methods on a
colon histopathology dataset. Feature learning methods outperform
manual feature operators.

Deep learning can be used for both classification and feature
learning in various fields such as computer vision and speech. Deep
learning as classifiers are used in acoustic emotion recognition [21]
and object classes in ImageNet [22]. Deep learning can be used in
feature learning including supervised [9] and unsupervised [20]. In
our work, we attempted deep learning of feature representation with
MIL to classify colon histopathology images.

Multiple Instance Learning is a weakly supervised learning
framework. In training, the MIL framework utilizes a minimum
of manual annotation. We previously proposed the framework to
classify colon histopathology images [3, 17] by using the bag-level
labeled data to predict the instance-level data. However, we used
manual features with MIL to accomplish the task. In this paper,
we combined deep learning of feature representation with the MIL
framework to classify colon histopathology images. The algorithm
combines training with minimal manual annotation and good fea-
ture representations. In addition, our method is general and can be
applied to MIL tasks other than colon histopathology images.

3. ALGORITHMS

In this section, we describe the algorithms used in our experiments.
Our task is to predict whether an image is positive (cancer) or neg-
ative (noncancer), and to outline cancer regions if it is positive. We

formulate the problem as patch-level classification. If any patch in
the image is recognized as positive, then the image will be consid-
ered as a cancer image. Otherwise, all patches belong to negative
and the image is considered as a noncancer image. Our algorithm is
a pipelined process as follows: (1) to produce patches from images
of both positive (cancer) and negative (non-cancer), (2) to gener-
ate good feature representations using images/patches, (3) to extract
features by learning feature models or manual feature operators, (4)
to classify patches into positive or negative by using classifiers that
are trained fully supervised or weakly supervised, and (5) to obtain
the patch-level classification results. Fig. 1 is the algorithm dia-
gram. We will introduce detailed descriptions of some key steps in
the pipeline process.

3.1. Full supervised feature learning framework

In this section, we describe the algorithm for fully supervised deep
learning of features. We propose a system based on deep learning
having a set of linear filters in encoder and decoder. The network of
deep learning is a process of deriving high-level features from low-
level features. The nodes of low layers represent lower level features
while the nodes of higher layers represent higher level features. The
last hidden layer nodes can represent intrinsical features compared
to lower layer features. Similar work can be found in [9] which was
applied to speech recognition. We use the last hidden layer of deep
learning as fully supervised feature learning. Different networks can
achieve different performances. Similar to [23],[24], convolution
and max/avg pool are common layers of networks in image analysis.

In this paper, we attempt two networks for evaluating the effi-
ciency and effectiveness of the last hidden layer features. In network
one convolution and pool are alternately used without full connec-
tion layers (DNN2-F); in network two the last layer is the full con-
nection one after convolution and pool (DNN1-F). The nodes gen-
erated by convolution and pool are enormous. In our experiment,
the dimension number is 160,000. Principal Component Analysis
(PCA)[25] is used to reduce the dimension of the DNN features.

3.2. Unsupervised feature learning framework

Unsupervised feature learning is a method conducted without ex-
pensive manual annotation. It can learn intrinsic and subtle features
from the statistics of the real data [16]. Given the benefits of using
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unlabelled data, we explored unsupervised feature learning. In our
experiment, we used the single-layer network of K-means centroids
as the unsupervised feature learning. We describe feature learning
and feature extraction respectively.

Feature learning: A receptive field (rf) is defined as a d∗d sub-
image of a h ∗ w patch(instance) from an image(bag). The stride is
set to 1 in our work, thus a patch has (h−d+1)∗(w−d+1) recep-
tive fields (rfs) totally. For a three-channel (RGB) image, a rf can be
described as a vector in R3d2 . First step of the algorithm is to gener-
ate the ”centroids” of the dataset. A centroid is also a vector in R3d2

and the centroids are the ”most common rfs” in all the patches of all
the images. We randomly extract n rfs from the image set and form
a set of vectors P , and then run the K-means algorithm to generate k
centroids C1, ..., Ck. The K-means algorithm contains t iterations.
In each iteration, we find the closest centroid measured in Euclidean
distance for each rf in P , and assign the rf to the centroid. Then, for
each centroid Ci, we take all rfs that assigned to this centroid in the
current iteration, and modify the centroid into a new one C′

i which
is the mean of all these rfs. After running such iteration for t rounds,
the set of centroids converges to describe the most common rfs of P .

Feature extraction: The centroids are used to extract feature
from a patch. Suppose a patch has a dimension of h ∗ w, then it has
(h− d+ 1) ∗ (w − d+ 1) rfs. For one rf p ∈ R3d2 , we can map it
to a Rk vector f(p), where

fi(p) = max{0, µ− zi}, 1 ≤ i ≤ k (1)

and zi = ||p−Ci||2, µ = (
∑

i zi)/k. Ci is the final centroid after t
iterations. Thus there are (h−d+1)∗(w−d+1) vectors in Rk, then
we did the pooling process: divided the grids into l ∗ l equal parts(in
our work l = 2), and sum up the vectors in each part to obtain l ∗ l
vectors in Rk, which can be concentrated into a l ∗ l ∗ k-dimension
vector. This is the feature vector of the input patch.

Notice that we do not use any label information in the K-means
algorithm and the feature extracting process.

3.3. Multiple Instance Learning

Detailed manual annotations are time-consuming and intrinsically
ambiguous. An alternative is to learn local concepts using global
annotations, which is the main idea of Multiple Instance Learning
(MIL). MIL is a weakly supervised learning framework. The train-
ing set contains labeled bags that are composed of unlabeled in-
stances, and the task is to predict the labels of unseen bags and in-
stances. In this paper, a bag is a large size image and an instance
is a distinguishable patch. The bag is labeled positive if and only if
there is at least one positive instance in the bag, i.e. some part of the
image, but maybe not the whole image are cancer tissue. Thus we
can formulate a binary MIL model which optimizes the loss func-
tion of bag classification, while the bag classifier is a softmax of
the instance classifiers. Specifically, Xi = {xi1, xi2, . . . , xim} is
the ith bag in the training set, m is the number of instances in the
ith bag and {xi1, xi2, . . . , xim} are instances of this bag. yi ∈
{−1,+1} is the label, -1 means negative bag and +1 means posi-
tive bag. H(X) ∈ X → [0, 1] and h(x) ∈ x → [0, 1] are bag-
level classifiers and instance-level classifiers, which give the posi-
tive probability of bags and instances. For a bag Xi, H(Xi) =
softmax(h(xi1), h(xi2), . . . , h(xim)). In our work, the softmax
function is Generalized-Mean(GM). The loss function is:

L(H) = −
n∑

i=1

1(yi = 1) logH(Xi) + 1(yi = −1) log (1−H(Xi)),

(2)

Fig. 2. Several examples from fully supervised dataset. the top row:
positive (cancer); the bottom row: negative (noncancer).

where 1(·) is an indicator function.
Using the gradient descent algorithm, we can iteratively train

weak classifiers h′(x) using weights:

wij = − ∂L(H)

∂h(xij)
= − ∂L(H)

∂H(Xi)

∂H(Xi)

∂h(xij)
, (3)

and updates h(x) by h(x)← h(x) + αh′(x), where α is the coeffi-
cient which is obtained by line searching to minimize the loss func-
tion. After sufficient iterations for the loss function to converge, we
generate an efficient classifier. This algorithm is called MIL-Boost.

4. EXPERIMENTS

4.1. Datasets

High resolution histopathology images are used to construct our
datasets. All the images were selected from histopathology images
of 132 patients. Each image is set to be 10000x10000 pixels due to
the computing power of a single machine. This is a bag mentioned
in MIL. We sampled 200x200 pixels patches while overlap step size
is 100 pixels, thus we obtained 9801 patches in an image, each patch
is an instance. Detailed datasets are as follows (See Table 1):

Fully supervised dataset: First we chose 30 images with can-
cer and we have the manual segmentation of the cells. 9000 patches
completely enclosed within the labeled cancer regions were used as
positive instances. From 30 noncancer images, we randomly sam-
pled 9000 patches as negative instances. The Training Set and Test-
ing Set, both containing 4500 positive instances and 4500 negative
instances were randomly selected from the above data. The Training
Set was not only used to train fully supervised learning algorithm
like SVM and DNN, but was also the evaluation dataset for weakly
supervised learning. Fig. 2 shows several example of patches.

Weakly supervised dataset: 30 positive images without man-
ual segmentation and 83 negative images were used as the Bags Set,
each image contained 9801 patches, thus we had 113 labeled bags
and over 1 million unlabeled instances to build the MIL model.

Annotations: Both annotations for fully supervised(cancer re-
gion) and weakly-supervised(bag labels) were labeled by two pathol-
ogists independently. When there was a disagreement, a third senior
pathologist would discuss with them to determine the ground truth.

Table 1. Datasets Distribution

Dataset Positive Negative
Instances Bags Instances Bags

Training Set 4,500 N/A 4,500 N/A
Testing Set 4,500 N/A 4,500 N/A
Bags Set 294,030 30 813,483 83

4.2. Settings

We studied four different types of features on all 200x200 patches,
and finished classification of fully supervised learning and of weakly
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supervised learning on them. In following parts, we describe the
architectures of our DNNs by using the notations mentioned in [26].

Feature extraction: Following methods were used
Manual Feature (MF): Generic object classification features

were chosen, including SIFT, LBP, and L*a*b color histogram.
Feature dimension is 188.

K-means: To achieve good representation of the feature space,
we randomly sampled 10 million 8x8 receptive fields from Bags
Set, then we clustered them into 1600 centroids and obtained
4x1600=6400 dimension features for each instance.

DNN1-F: We trained the network 3x200x200-32C5-MP2-32C5-
MP2-64C5-MP2-1000N-2N on Training Set, and applied the opti-
mized network on each patch to obtain features. The last full con-
nection layer is used to extract features which dimension is 1000.

DNN2-F: Similar with DNN1-F, except using a different net-
work 3x200x200-32C5-MP2-32C5-MP2-64C5-MP2-2N. The last
conv3 layer is used to extract features, feature dimension is 160, 000.
Due to the enormous dimension length, PCA was performed to com-
press the dimension of the DNN features to 1000 dimensions, and
following experiments were carried out on reduced feature.

DNN1-C: The same features with DNN1-F.
DNN2-C: The same features with DNN2-F.
Fully supervised learning: Linear SVM with default parame-

ters were trained on Training Set. The classifier was used in MF,
K-means, DNN1-F, and DNN2-F. We also presented the DNN clas-
sification results of the two neural networks above (DNN1-C and
DNN2-C), using the same training set.

Weakly supervised learning: MIL-Boost algorithm was used
for weakly supervised learning, the softmax function was General-
ized Mean (GM) with r = 5, weak classifiers were Decision Stump
and Decision Interval, we ran 5000 iterations or until the loss func-
tion converged. Bags Set were used for training and the model was
tested on Training Set to find the best threshold for testing.

There are 1,107,513 patches in all, the dimensions and data sizes
of these features are presented in Table 2. K-means feature takes
storage far larger than DNN1-F feature, because the latter has a
smaller dimension and is sparser than the former.

Table 2. Dimensions and data sizes for different features (GB)

Dimension Data Size
MF 188 2.85

K-means 6400 123.72
DNN1-F 1000 6.70
DNN2-F 160000 265.52

DNN2-F (after PCA) 1000 14.71

4.3. Results

The accuracies on Testing Set of all experiments above are presented
in Table 3. DNN2-F benefitted from the detailed representation of
high dimension feature and showed the best accuracy. Weakly su-
pervised learning on K-means feature was the most interesting part,
both feature extraction and training phase didn’t require instance la-
bels but it performed better than the manual features. With even
more unlabeled data, this approach may result in classification per-
formance approaching that of fully supervised training approach.

In fully supervised classification, the performances of DNN-
Fs were similar with DNN-Cs. Among these methods, K-means
feature, which is simple and has few parameters, approached the
DNN1-F in accuracy. It supports unsupervised feature extracting.

Table 3. The Performances of various competing algorithms

Full Supervised Weakly Supervised
MF 91.52% 87.28%

K-means 93.56% 89.43%
DNN1-F 94.52% 96.30%
DNN2-F 97.81% 97.44%
DNN1-C 95.40% N/A
DNN2-C 97.30% N/A

4.4. Comparing Different Features

To finish the experiments in reasonable amount of time, both fea-
ture extraction and model learning were implemented with Message
Passing Interface (MPI) and carried out on Windows High Perfor-
mance Computing (HPC) Cluster. We used up to 128 compute nodes
each with 8 processors and 16 GB of RAM. For DNN training and
feature extraction, we used 4 servers each with 24 processers, 72 GB
of RAM and 2 NVIDIA Tesla M2090 GPU cards.

Time cost of each phase for four feature sets can be seen in Table
4. Preprocess for K-means feature is clustering and Preprocess for
DNN feature is training neural network. Feature extraction for man-
ual feature and K-means feature were distributed and the value was
the time that one compute node needed to handle one 10000x10000
image. The framework of MIL-Boost is well parallelized.

Among these feature extraction methods, manual feature is the
fastest but least accurate and it must be well designed for different
datasets. K-means feature is totally unsupervised in the extraction
phase and represents the dataset in a robust and efficient way. How-
ever, high computation complexity and high feature dimension do
not fit well with large scale data. DNN feature is the most accurate
one but must be trained with fully labeled data.

Table 4. Time costs for different features (hours)

Preprocess Feature Extracting MIL-Boost
MF N/A 0.02 0.88

K-means 2 5 6.3
DNN1-F 4.6 0.17 1.6
DNN2-F 4.4 0.22 1.7

5. CONCLUSION

In this paper, we propose an algorithm with a minimum of manual
annotation and good feature representations to accomplish high-level
tasks such as classification and segmentation in medical image anal-
ysis. We compared four experiments of feature representations on
the dataset consisting of colon cancer histopathology images. The
experiment results demonstrated that feature learning is superior to
manual feature operators. The performance of unsupervised feature
learning (93.56%) approaches the performance of fully supervised
feature learning (94.52%) in the fully supervised classification.

Furthermore, the MIL framework is effective and efficient in
classification. In supervised deep learning features, the MIL perfor-
mance of coarse label (96.30%) exceeds the supervised performance
of fine label (95.40%).

Due to features generated by the limited amount of unlabeled
data and the single-layer network in the unsupervised feature learn-
ing, unsupervised feature performance is slightly worse than super-
vised. For future work, we will conduct an experiment with more
unlabeled data and the multi-layer network in unsupervised feature
learning. In addition, we will explore using an auto-encoding DNN
instead of K-means for learning feature representation without fully
labeled data.
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