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ABSTRACT

We present a solution to the problem of online speaker/signer
diarization - the task of determining who spoke/signed when?.
Our solution is based on the idea that gestural activity (hands
and body movement) is highly correlated with uttering ac-
tivity. This correlation is necessarily true for sign languages
and mostly true for spoken languages. The novel part of our
solution is the use of motion history images (MHI) as a like-
lihood measure for probabilistically detecting uttering activ-
ities. MHI is an efficient representation of where and how
motion occurred for a fixed period of time. We conducted ex-
periments on 4.9 hours of the AMI meeting data and 1.4 hours
of sign language dataset (Kata Kolok data). The best perfor-
mance obtained is 15.70% for sign language and 31.90% for
spoken language (measurements are in DER). These results
show that our solution is applicable in real-world applications
like video conferences and information retrieval.

Index Terms— Speaker diarization, signer diarization,
motion history images, motion energy images

1. INTRODUCTION

Conversation amongN speakers can take place in text, speech
and sign language. In any of these modalities, determining
”who said when?” is a challenging problem. In written works
(e.g. fiction books), tracking the number of characters and
their conversations is hard because of, for example, anaphora
resolution [1]. In spoken languages, determining ”who said
when?” has also proven hard despite the research dedicated
to it [2, 3]. In visual languages, even though there is little re-
search into it, recent work shows that it is also a hard problem
because of non-communicative body movements [4].

In this paper, we propose a novel solution to the problem
of online speaker and signer diarization. We are interested in
this problem because it has applications in human-to-human
or human-to-computer interactions. For example, in video
conferences, we would like to focus automatically on the ac-
tive speaker. In human-robot interactions, we would like the
robot to look at the person speaking. In information retrieval,
we would like to index and search by speakers/signers.

∗The research leading to these results has received funding from the Eu-
ropean Commissions 7th FP under grant agreement no 238405 (CLARA).

The aforementioned applications and others have moti-
vated extensive research into speaker diarization and have re-
sulted into many solutions and tools [2, 3, 5, 6, 7, 8]. The
novel part of our solution is the application of motion his-
tory images [9] in solving both speaker and signer diariza-
tion problems. Motion History Image (MHI) is an efficient
way of representing arbitrary movements (coming from many
frames) in a single static image. This type of representation
has been used for various action recognition tasks [9, 10, 11].
The strength of MHI is its descriptiveness and real-time rep-
resentation. It is descriptive because it can tell us where and
how motions occurred. It is real-time because its computa-
tional cost is minimal. The rest of the paper gives more details
about MHI and its application in speaker/signer diarization.

2. GESTURING/SIGNING REPRESENTATION

When hearing people speak, they mostly gesture. When the
deaf sign, they inherently make movements. In either case,
our goal in a diarization system is to determine where mo-
tion occurs and to decide if it indicates an uttering activity.
The paper assumes that the motion of the body is separated
from background motion in a preprocessing step or that the
background is static.

For conference settings or meeting data, it is safe to as-
sume that motions come mainly from humans engaged in con-
versations. For such scenarios, background subtraction [12]
or frame differencing is enough. In our experiments, we ap-
plied frame differencing and obtained qualitatively similar re-
sults compared with those coming from a background sub-
traction algorithm based on Gaussian Mixture Model.

After finding the foreground (moving) objects, how do we
efficiently and conveniently represent motion that indicates
a) where it occurred (space)? b) when it occurred (time)?
We use Motion History Image (MHI) [9]. MHI is a single
stacked image that encodes motion that occurred between ev-
ery frame pair for the last τ number of frames. The type of
information encoded in the MHI can be binary and, in such a
case, it is called Motion Energy Image (MEI). MEI indicates
where the motion has occurred in any of the τ frames. We use
this MEI to tell us which person is speaking or signing. MEI
does not tell us how the motion occurred. For this informa-
tion, we need to use Motion History Image (MHI). MHI is an
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image whose intensities are a function of recency of motion.
The more recent a motion is, the higher its intensity. More
formal definitions of MEI and MHI are given in the following
subsections.

2.1. Motion Energy Image

To represent where motion occurred, we form a Motion En-
ergy Image and it is constructed as follows. Let I(x, y, t) be
an image sequence, and let D(x, y, t) be a binary image se-
quence indicating regions of motion (for example, generated
by frame differencing). Then the binary MEI E(x, y, t) is de-
fined as follows:

Eτ (x, y, t) =

τ−1⋃
i=0

D(x, y, t− i) (1)

where τ is the temporal extent of motion (for example, a fixed
number of frames). Figure 1 (c) shows an image example of
a MEI for a speaker who is also gesturing.

(a) Frames

(b) MHI

(c) MEI

Fig. 1. Examples of visualizations of MHI and MEI images.
(a) shows selected frames of a video taken from AMI meet-
ing data. (b) shows the MHI of 25 frames - recent motions are
brighter. (c) shows the MEI of 25 frames - white regions cor-
respond to motion that occurred in any of the last 25 frames.

2.2. Motion History Image

To represent how motion occurred, we form a Motion History
Image (MHI) as follows:

Hτ (x, y, t) =

{
τ if D(x, y, t) = 1

0 else if Hτ (x, y, t) < (τ − δ)
(2)

where τ is the current time-stamp and δ is the maximum time
duration constant (τ and δ are converted to frame numbers
based on frame rate). Figure 1 (b) shows an example of a
MHI for a speaker who is also gesturing. Note that a MEI
image can be generated by thresholding a MHI above zero.

3. THE ONLINE DIARIZATION SYSTEM

In an online diarization system, we want to determine who
at any time is speaking/signing given we have video observa-
tions from 0 to t. Let each person’s state be represented by
xit (binary values of speaking or not speaking) and let zi0:t be
measurements (of the video frames) for each person i, the ob-
jective is then to calculate the probability of xit at time t given
the observations zi0:t up to time t:

p(xit|zi0:t) =
p(zit|xit)p(xit|zi0:t−1)

p(zit|zi0:t−1)
(3)

where p(zit|zi0:t−1) is a normalization constant. In equation
3, there are two important probability distributions: one is
p(xit|zi0:t−1), we refer to it as conversation dynamics and the
other is p(zit|xit) and we refer to it as the gesture model.

3.1. Conversation dynamics

Conversation among N speakers imposes its own dynamics
on speakers. A given speaker is more likely to continue to
speak in the next frame than stop or be interrupted by others.
We encode this type of dynamics as follows:

p(xit|zi0:t−1) =
∑
xt−1

p(xit|xit−1)p(xit−1|zi0:t−1) (4)

where p(xit−1|zi0:t−1) is the posterior from the previous time
and p(xit|xit−1) is the conversation dynamics. We assume
that a speaker is 90% more likely to continue speaking than
not. Similarly, a silent person is more likely to continue to be
silent. For simplicity, we encode this assumption in a fixed
transition matrix as follows:

p(xit|xit−1) =

(
0.9 0.1
0.1 0.9

)
(5)

3.2. Gesture model: gamma distribution

For both speaker and signer diarization systems, we assume
that MEI is a strong indicator of an utterance. The higher
the energy (the sum of MEI individual values), the higher the
probability of an utterance. We model this type of relationship
using gamma distribution with shape parameter k and scale
parameter θ.
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p(zit|xit;k,θ) =
(zit)

kx−1 exp(− zit
θx

)

θkx
x Γ(kx)

for zit,k,θ > 0

(6)
where x = xit, z

i
t is the number of ’on’ pixels in a MEI

for speaker or signer i and xit is a binary random variable
whose values represent speaking and non-speaking status of
each person. Each state of xit has its own gamma distribu-
tion whose parameter values are learned from speaking and
non-speaking manually annotated data.

4. EXPERIMENTS

4.1. Datasets

4.1.1. Spoken language data

We ran our algorithm on seven video recordings (≈ 4.9
hours). These videos are taken from a publicly available cor-
pus called the AMI corpus [13]. The AMI corpus consists of
annotated audio-visual data of a number of participants en-
gaged in a meeting. We selected seven meetings which have
four participants (IN10XX and IS1009). The upper body of
each participant is recorded using a separate camera and we
put them together before diarization.

4.1.2. Sign language data

We also ran our diarization algorithm on four video record-
ings (≈ 1.4 hours) of Kata Kolok, a sign language used in
northern Bali [14]. Each video has two participants convers-
ing in sign language and is recorded from a single fixed cam-
era. In these videos, there is no boundary between signers.
Signing space is sometimes shared - making the task of di-
arization even more difficult.

We solved this difficulty by clustering MEI ’on’ pixels
into a prefixed K centers, set equal to the number of signers.
We implemented a sequential k-means that updates the cen-
ters of clusters (signing space) in an online fashion as follows:

Ci
t = Ci

t +
1

ni0:t
(P j

t −C
i
t) (7)

∀j withCi
t closest to P jt . Ci

t is the x-y center point for signer
i at time t and ni0:t is the total count of x-y points for signer i
for times 0 : t. P t refers to a location with non-zero value of
MEI at time t and P jt stands for a point closest to Cit .

4.2. Evaluation metrics

Diarization error rate (DER) is the metric that is widely used
to evaluate speaker diarization systems. Despite its noisiness
and sensitivity [15], it has been used by NIST to compare
different diarization systems. DER consists of three types of
errors: false alarm, missed speaker time and speaker error.

5. RESULTS AND DISCUSSION

5.1. Speaker diarization

The output of our speaker diarization system is given by prob-
ability values - one for each person per frame. We say that a
person is speaking when the probability value for that person
is the largest. The assumption is that at any time frame, only
one person is speaking (unless more than one person has the
same largest probability). Figure 2 shows a snapshot exam-
ple of the output of the diarization system after running it on
IN1016-AMI meeting data. In this figure, we can clearly see
that the person that is gesturing is the speaker and the MHI
clearly reflects this observation. But is that always the case?
Table 1 shows that a person could be moving without speak-
ing or that they could be speaking without gesturing.

Table 1. Speech and motion overlap for the seven videos
Speech? Motion? Overlap

Yes Yes 0.98
No Yes 0.77

DER = 196.75
Motion for each speaker is defined as sum(MEI) > 0

Table 2 gives performance scores of the diarization sys-
tem after running it on seven videos. Performance scores
range from 31.90% to 59.90% DER. Previous state-of-the-
art scores for online diarization using audio range between
39.27% DER (for multiple microphones) and 44.61% DER
(for a single microphone) [16]. Our scores, which use only
gestures, are roughly close to previous scores. Notice that in
table 2, the scores for FA are close to 0. This resulted a) from
forcing our system to assume that only one person is speak-
ing at any time and b) from evaluating the performance on
speech-only segments. The non-zero FA scores in the table
resulted from speakers sharing the same largest probability.

Table 2. Online speaker diarization results
Video Miss FA Spkr DER DER \{FA}

IN1005 2.90 0.00 38.40 41.24 41.30
IN1009 5.50 0.00 54.40 59.90 59.90
IN1012 11.00 0.00 40.30 51.34 51.30
IN1013 12.80 0.00 36.40 49.23 49.20
IN1016 6.70 0.50 33.50 40.66 40.20
IS1009b 2.60 0.50 29.30 32.46 31.90
IS1009c 1.80 0.00 45.30 47.14 47.10

ALL 6.80 0.20 38.80 45.72 45.60

MS = Missed Sign, FA = False Alarm
Spkr = Speaker error
DER = MS + FA + Spkr
DER\{FA} = DER without FA
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(a) Frames

(b) MHI

Fig. 2. Output of the online diarizer on IN1016 meeting
video. (a) shows original frames with the active speaker iden-
tified. The vertical bar shows the relative confidence in the
prediction of who is speaking? (b) shows the MHI of the ac-
tive speaker.

5.2. Signer diarization

Like the speaker diarization output, the output of the signer
diarization system is also given by probability values. We say
that a person is signing when the probability value for that
signer is the largest. The performance scores for signer di-
arization are given in table 3. These error scores are better
than those reported in our previous work, where we used cor-
ner detection and tracking [4].

Table 3. Online signer diarization results
Video Miss FA Sgnr DER DER\{FA}
KN5 5.80 0.00 9.90 15.67 15.70
PiKe 7.80 0.00 14.80 22.63 22.60
ReKe 6.90 0.00 13.00 19.93 19.90
SuJu 7.10 0.00 15.00 22.18 22.10

ALL 6.90 0.00 13.30 20.17 20.20

One main difference between signer diarization and
speaker diarization is that whenever there is signing, there
is definitely motion. This fact is confirmed by table 4, which
also shows that there can be significant motion in the absence
of signing. Non-signing motion makes signer diarization a
non-trivial problem.

Table 4. Sign and motion overlap for the four videos
Sign? Motion? Overlap

Yes Yes 1.00
No Yes 0.94

DER = 121.66
Motion for each signer is defined as sum(MEI) > 0

6. CONCLUSIONS

This study proposed and showed the use of motion history
images (MHI) as a representation of gestural activity in an
online speaker or signer diarization system. MHIs can effi-
ciently represent where, how and how long motion occurred.
The study claimed that these properties make MHIs applica-
ble in online speaker and signer diarization systems, where
motion is an integral part of uttering activity. Experiments on
speaker and signer diarization problems using real data indi-
cate that our solution is applicable in real-world applications
(for example, video conferences).

Future work on diarization can extend our work in two
ways. One way is by adding in extra information (for exam-
ple, speech in the case of speaker diarization, or gaze in the
case of signer diarization, where interlocutor(s) must be look-
ing at the signer to be part of the conversation). The second
way to extend our work is to modify our model of conversa-
tion dynamics. In our conversation model, each person has an
independent model of speaking/signing. But one can enrich
the model by adding in parameters to model the relationship
of listening and speaking. Such a model can, for example, en-
code the idea that a speaker is less likely to continue speaking
if another just started speaking.

7. RELATION TO PRIOR WORK

The work presented here has focused on using MHI for both
speaker and signer diarization. To the best of our knowledge,
this is our contribution. This work is similar to our previ-
ous work [17], where we first justified and used gestures for
speaker diarization. Our previous work performs speaker di-
arization by tracking corners, filtering out motionless corners
and classifying them based on the location of the speakers.
The core of our previous system depends on corner detection
and Lucas-Kanade tracking. These operations are computa-
tionally expensive [18, 19]. By contrast, our current diariza-
tion system is much less computationally intensive because of
use of Motion History Image (MHI) [9, 10, 11].

In terms of the modeling framework, our work is similar
to [5], who used a probabilistic framework that utilizes multi-
modal information to perform online speaker diarization. The
difference is that they use SIFT descriptors [20] to model the
visual aspect of the multimodal information, while we use
MHI. Other video features like compressed MPEG-4 features
have also been used in the multimodal speaker diarization lit-
erature [21, 22, 2, 23]. We contribute to this literature by
drawing attention to the advantages of using motion history
images [9, 10, 11] in speaker and signer diarization.

In summary, our work builds on and extends the lit-
erature in two ways: a) emphasis on the use of MHI for
speaker and signer diarization b) an online diarization sys-
tem that works on visual data. The c++ code is available on
https://bitbucket.org/binyam/online-diarizer/src.
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