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ABSTRACT

Determination of pitch in noise is challenging because of cor-
rupted harmonic structure. In this paper, we extract pitch us-
ing supervised learning, where probabilistic pitch states are
directly learned from noisy speech. We investigate two alter-
native neural networks modeling the pitch states given obser-
vations. The first one is the feedforward deep neural network
(DNN), which is trained on static frame-level features. The
second one is the recurrent deep neural network (RNN) capa-
ble of learning the temporal dynamics trained on sequential
frame-level features. Both DNNs and RNNs produce accurate
probabilistic outputs of pitch states, which are then connected
into pitch contours by Viterbi decoding. Our systematic eval-
uation shows that the proposed pitch tracking approaches are
robust to different noise conditions and significantly outper-
form current state-of-the-art pitch tracking techniques.

Index Terms— Pitch estimation, Deep neural networks,
Recurrent neural networks, Viterbi decoding, Supervised
learning

1. INTRODUCTION

Pitch, or fundamental frequency (F0), is one of the most
important characteristics of speech signals. A pitch track-
ing algorithm robust to background interference is critical to
many applications, including speech separation, and speech
and speaker identification [7, 23]. Although pitch tracking
has been studied for decades, it is still challenging to extract
pitch from speech in the presence of strong noise, where the
harmonic structure of speech is severely corrupted.

Previous studies typically utilize signal processing to at-
tenuate noise [4, 6] or statistical methods to model harmonic
structure [22, 3, 12], and then determine several pitch candi-
dates for each time frame. The pitch candidates can be con-
nected into pitch contours by dynamic programming [6, 3] or
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hiddenMarkovmodels (HMMs) [22, 13]. However, the selec-
tion of pitch candidates is often ad hoc and a hard decision of
candidate selection may be less optimal. Instead of rule-based
selection of the pitch candidates, we propose to supervisedly
learn the posterior probability that a frequency bin is pitched
given the observation in each frame. With the probability of
each frequency bin, a Viterbi decoding algorithm is utilized
to form continuous pitch contours.

A deep neural network (DNN) is a feed-forward neu-
ral network with more than one hidden layer [9], which
has been successfully used in signal processing applications
[16, 21]. In speech recognition, the posterior probability of
each phoneme state is modeled by the DNN, which motivates
us to adopt the idea for pitch tracking, i.e., we use the DNN
to model the posterior probability of each pitch state given
the observation in each frame. Further, a recurrent neural
network (RNN) is suited for modeling nonlinear dynamics.
Recent studies have shown promising results using RNNs to
model sequential data [20, 15]. Given that speech is inher-
ently a sequential signal and temporal dynamics is crucial to
pitch tracking, it is natural to consider RNNs as a model to
compute the probabilities of pitch states.

In this study, we investigate both DNN and RNN based
supervised approaches for pitch tracking. With proper train-
ing, both DNN and RNN are expected to produce reasonably
accurate probabilistic outputs in low SNRs.

This paper is organized as follows. The next section re-
lates our work to previous studies. Section 3 discusses the
details of the proposed pitch tracking algorithm. The exper-
imental results are presented in Section 4. We conclude the
paper in Section 5.

2. RELATION TO PRIORWORK

Recent studies on robust pitch tracking explored either the
harmonic structure in the frequency domain, the periodicity
in the time domain or the periodicity of individual frequency
subbands in the time-frequency domain.

In frequency domain, the harmonic structure contains rich
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information regarding pitch. Previous studies extracted pitch
from spectra of speech, by assuming that each peak in the
spectrum corresponding to a potential pitch harmonic [17, 8].
SAFE [3] utilized prominent SNR peaks in speech spectra to
model the distribution of the pitch using a probabilistic frame-
work. PEFAC [6] combined nonlinear amplitude compres-
sion to attenuate narrowband noise and chose pitch candidates
from the filtered spectrum.

Another type of approaches utilizes the periodicity of the
speech in the time domain. RAPT [18] calculated the nor-
malized autocorrelation function (ACF) and chose the peaks
as the pitch candidates. YIN [4] algorithm used the squared
difference function based on ACF to identify the pitch candi-
dates.

A variant of the temporal approach extracts pitch using
the periodicity of individual frequency subbands in the time-
frequency domain. Wu et al. [22] modeled pitch period statis-
tics on top of a channel selection mechanism and used an
HMM for extracting continuous pitch contours. Jin andWang
[13] used cross-correlation to select reliable channels and de-
rived pitch scores from a constituted summary correlogram.
Lee and Ellis [14] utilized Wu et al.’s algorithm to extract
the ACF features and trained a multi-layer perceptron classi-
fier on the principal components of the ACF features for pitch
detection. Huang and Lee [12] computed a temporally accu-
mulated peak spectrum to estimate pitch.

3. ALGORITHM DESCRIPTION

3.1. Feature extraction

The features used in this study are extracted from the spectral
domain based on [6]. We compute the log-frequency power
spectrogram and then normalize with a long-term speech
spectrum to attenuate noises. A filter is then used to increase
the harmonicity.

Specifically, let Xt(f) denotes the power spectral density
(PSD) of the frame t in the frequency bin f . The PSD in
the log-frequency domain can be represented asXt(q), where
q = log f . Then, the normalized PSD can be computed as:

X ′

t(q) = Xt(q)
L(q)

Xt(q)
(1)

where Xt(q) denotes the smoothed averaged spectrum of
speech and L(q) represents the long-term average speech
spectrum. If there is a strong narrowband noise at frequency
q, it will lead toXt(q) ≫ L(q) and result in X ′

t(q) < Xt(q).
In addition, the speech spectral components at other fre-
quencies q′ will be enhanced because X ′

t(q
′) > Xt(q′).

Therefore, the normalized PSD can compensates for speech
level changes, but also attenuates narrowband noises.

In the log-frequency domain, the spacing of the harmonics
is independent of the period frequency f0 so their energy can
be combined by convolving Xt(q) with a filter with impulse

response

h(q) =
K
∑

k=1

δ(1− log k) (2)

where δ(·) denotes the Dirac delta function, k indexes the har-
monics, and K = 10. Due the the width of each harmonic
peak will be broadened by the analysis window and the vari-
ation of f0, we use a filter with broadened peaks having an
impulse response defined by:

h(q) =

⎧

⎨

⎩

β−
1

γ−cos(2πeq)
, if log(0.5)<q< log(K+0.5)

0, otherwise
(3)

where β is chosen so that
∫

h(q)dq = 0, and γ controls the
peak width which is set to 1.8. The resulting normalized PSD
X ′

t(q) is convolved with an analysis filter h(q).
The convolution result X̃t(q) = X ′

t(q) ⋆ h(q) contains
peaks corresponding to the period frequency and its multiples
and submultiples. So we have a spectral feature vector in time
frame t:

Yt = (X̃t(q1), . . . , X̃t(qn))
T

Since neighboring frames contains useful information for
pitch tracking, we incorporate the neighboring frames into the
feature vector. Therefore, the final frame-level feature vector
is

Zt = (Yt−d, . . . ,Yt+d)
T

where d is set to 2 in our study.

3.2. DNN for pitch state estimation

Predicting the posterior probability for each pitch state is im-
portant to this study. The first approach we propose is to use
a DNN to compute them. To simplify the computation, we
quantize the plausible pitch frequency range 60 to 404 Hz us-
ing 24 bins per octave in a logarithmic scale, a total of 67 bins
[14], corresponding to 67 states s1, . . . , s67. We also incor-
porate a nonpitched state s0 corresponding to an unvoiced or
speech-free state. To train the DNN, each training sample is
the feature vectorZt in the time frame t, and the target is a 68-
dimensional vector of pitch states st, whose element sit is 1 if
the groundtruth pitch is within the corresponding frequency
bin, otherwise 0.

The input layer of the DNN corresponds to the input fea-
ture vector. The DNN includes three hidden layers with 1600
sigmoid units in each layer, and a softmax output layer whose
size is set to the number of pitch states, i.e., 68 output units.
The number of hidden layers and the hidden units are cho-
sen from cross-validation. In order to learn the probabilistic
output, we use cross-entropy as the objective function. The
trained DNN produces the posterior probability of each pitch
state i: P (sit|Zt).
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3.3. RNN for pitch state estimation

The second approach for pitch state estimation is the RNN.
An RNN is able to capture the long-term dependencies
through connections between hidden layers, which suggests
that it can model the pitch dynamics in nature. An RNN has
hidden units with delayed connections to themselves, and the
activation hj of the jth hidden layer in the time frame t is:

hj(t) = φ(xj(t))

xj(t) = W
T
jihi(t) +W

T
jjhj(t− 1)

(4)

where φ is the nonlinear activation function, which is the sig-
moid function in this study. Wji denotes the weight matrix
from the ith layer to the jth layer, andWjj self-connections
in the jth layer. Since the recursion over time on hj , a RNN
can be unfolded through time and can be seen as a very deep
network with T layers, where T is the number of time steps.

The structure of the RNN in our study is shown in Fig. 1,
which includes two hidden layers. Each hidden layer has 256
hidden units and only the units in the hidden layer 2 have self-
connections. The input and the output layers are the same as
in the DNN.

Outptt ut layerOutput layer

Hidden layer 1Hidden layer 1

Input layerInput layer

Hidden layer 2Hidden layer 2

utptt ut layerOutput layer

Hidden layer 1Hidden layer 1

Hidden layer 2Hidden layer 2

Outptt ut layerOutput layer

Hidden layer 1Hidden layer 1

Hidden layer 2Hidden layer 2

T-1 T T+1

Input layerInput layer Input layerInput layer

Fig. 1: Structure of the RNN unfolded through time. The
RNN has two hidden layers and the hidden layer 2 has the
connections to itself.

We use truncated backpropagation through time to train
the RNN and the length of each truncation is set to 15 frames.
Due to the RNN is trained on sequential features, the out-
put of the RNN in the tth frame is the posterior probability
P (sit|Z1, . . . ,Zt), where the observation is a sequence from
the past to the current frame instead of the feature in the cur-
rent frame.

3.4. Viterbi decoding

The DNN or RNN produces the posterior probability for each
pitch state sit. We then use Viterbi decoding [5] to connect
those pitch states based on the probabilities. The likelihood
used in Viterbi algorithm is proportional to posterior proba-
bility divided by the prior P (si). The prior P (si) and the
transition matrix can be directly computed from the training
data. Note that, since we train the pitched and nonpitched
frames together, the prior of the nonpitched state P (s0) is
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(a) Groundtruth pitch probability
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(b) Probabilistic outputs from the DNN
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(c) Probabilistic outputs from the RNN
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(d) F0 generated by the DNN based approach
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(e) F0 generated by the RNN based approach
Fig. 2: (a) Groundtruth pitch states. In each time frame,
the probability of a pitch state is 1 if it corresponds to the
groundtruth pitch; otherwise 0. (b) Probabilistic outputs from
the DNN. (c) Probabilistic outputs from the RNN. (d) Pitch
contours. The circles denote the pitch generated by the DNN
based approach, and solid lines the groundtruth pitch. (e)
Pitch contours. The circles denote the pitch generated by the
RNN based approach, and solid lines the groundtruth pitch.

usually much larger than that of each pitched state, result-
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ing in that the likelihood of the nonpitched state is relatively
small, and Viterbi algorithm may have bias towards pitched
states. We introduce a parameter α ∈ (0, 1] multiplying the
prior of the nonpitched state P (s0) to balance the ratio be-
tween the pitched and nonpitched states, which can be chosen
from a development set.

The Viterbi algorithm outputs a sequence of pitch states
for a sentence. We convert the sequence of pitch states to
frequencies and then smooth the continuous pitch contours
using moving average to generate the final pitch contours.

Fig. 2 shows pitch tracking results using our approaches.
This example is a female utterance mixed with factory noise
in -5 dB SNR. Fig. 2 (a) shows the groundtruth pitch states
extracted from clean speech using Praat [1]. The probabilistic
outputs of the DNN and the RNN are shown in Figs. 2(b) and
(c), respectively. Compared with Fig. 2(a), the probabilities
of groundtruth pitch states in both Figs. 2(b) and (c) dominate
in most time frames. In some time frames (e.g., 100 ms to
120 ms), the RNN yields better probabilistic outputs than the
DNN, probably because of its capacity to capture temporal
context. Figs. 2 (d) and (e) show the pitch contours after
using Viterbi decoding.

4. EXPERIMENTAL RESULTS

To evaluate the performance of our approach, we use the
TIMIT database [24] to construct the training and the test
set. The training set contains 250 utterances including 50
male speakers and 50 female speakers. The noises used in
the training phase include babble noise from [10], factory
noise, and high frequency radio noise from NOISEX-92 [19].
Each utterance is mixed with each noise type in three SNR
levels: -5, 0, and 5 dB, therefore the training set includes
250 × 3 × 3 = 2250 sentences. The test set contains 20 ut-
terances including 10 male speakers and 10 female speakers.
All utterances and speakers are not seen in the training set.
The noise types used in the test set include the three training
noise types and three new noise types: cocktail-party noise,
crowd playgroud noise, and crowd music [11]. We point out
that although the three training noise types are included in the
test set, the noise recordings are cut from different segments.
Each test utterance is mixed with each noise in four SNR
levels -10, -5, 0, and 5 dB.

The groundtruth pitch is extracted from the clean speech
using Praat [2]. We evaluate the pitch tracking results in
terms of two measurements: detection rate (DR) on the
voiced frames, i.e., a pitch estimate is considered as correct
if the deviation of the estimated F0 is within ±5% of the
groudtruth F0. Another measurement is the voicing decision
error (VDE) [14] indicating how many percentage frames are
misclassified in terms of pitched and nonpitched:

DR =
N0.05

Np
, VDE =

Np→n +Nn→p

N
(5)

Here, N0.05 denotes the number of frames with the pitch
frequency deviation smaller than 5% of the groundtruth fre-
quency. Np→n and Nn→p denote the number of frames
misclassified as nonpitched and pitched, respectively. Np and
N are the number of pitched frames and total frames in a
sentence.

We compare our approaches with three state-of-the-art
pitch tracking algorithms: PEFAC [6], Jin and Wang, [13],
and Huang and Lee [12]. As shown in Fig. 3, both the DNN
and the RNN based approaches have substantially higher de-
tection rates than other approaches. The advantages hold for
both seen noise and unseen noise conditions, demonstrating
that the proposed approaches generalize well to new noises.
Note that, both DNN and RNN also significantly outperform
other approaches in -10 dB SNR condition, which is not in-
cluded in the training set. The RNN performs slightly better
than the DNN, and the average advantages to other approach
are greater than 10%.
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Fig. 3: (a) DR results for seen noises. (b) DR results for new
noises.

Fig. 4 shows the VDE results. Since Huang and Lee’s
algorithm does not produce pitched/nonpitched decision, we
only compare our approaches with PEFAC and Jin and Wang.
The figure clearly shows that our approaches achieve better
voicing detection results than others.
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Fig. 4: (a) VDE results for seen noises. (b) VDE results for
new noises.

5. CONCLUSION

We have proposed to use neural networks to estimate the pos-
terior probabilities of pitch states for pitch tracking in noisy
speech. Both DNNs and RNNs produce very promising pitch
tracking results. In addition, they also generalize well to new
noisy conditions.
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