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ABSTRACT

Mobile audio services are growing with rising popularity of
smart mobile devices using WiFi or cellular networks. A ma-
jor issue facing mobile audio quality assessment is occasional
background noises due to the prospect of sound recording at
anytime and anywhere with smart mobile devices. Psycholog-
ical study reveals that people pay selective attention to their
interested sound in complex auditory input. In this paper, we
model the mobile audio objective quality assessment based
on auditory attention mechanism, with attention based hori-
zontal azimuth parameters and timbre distortion parameters
as additional Model Output Variables (MOVs). The results
show that the prediction accuracy can be obtained by using
such a method.

Index Terms— quality assessment, auditory attention,
mobile audio

1. INTRODUCTION

In recent years, mobile audio services like mobile audio on
demand, audio messages and music on cell-phones are con-
fronting rapid growth and increasing number of users. Peo-
ple can easily record and transmit audio signals almost ev-
erywhere using smart mobile devices. With the increase cus-
tomer expectation to mobile audio services and applications,
classification of mobile audio becomes more complex and di-
versified. The issue of how to trustfully assess the mobile
audio quality is urgent with the growing markets.

Subjective listening tests are generally regarded as the
most reliable way of assessing audio quality. But they are
also time consuming, expensive and labor intensive. In
2011, Ribeiro,F. proposed a cost-effective measure called
crowdMOS[1], which can outsource subjective listening tests
to listeners from an internet crowd. However, it was bene-
ficial to substitute listening tests with objective assessment
methods.

Previously developed objective audio assessment algo-
rithms were based on engineering principles such as Total
Harmonic Distortion (THD) and Signal to Noise Ratio (S-
NR), i.e. they did not attempt to model the psychoacoustic
features of the human auditory system. These algorithms do
not give accurate results for the objective quality assessment

of audio signals. In 1979, Schroeder[2] developed the first
objective model by using auditory masking properties to im-
prove performance. In 1987, Karjalainen[3] was one of the
first to introduce acoustic characteristics into objective model
to assess the quality of sound. His model was based on a noise
loudness parameter. In the same year, Brandenburg[4, 5] de-
veloped a Noise to Mask Ratio (NMR) model. It evaluated
the level difference between the noise signal and the masked
threshold which is widely used in speech and audio quality
assessment models. In 1996 Sporer[6] examined the mean
opinion scale for audio quality assessment and completed
further work in this area[7]. These early developments ul-
timately led to the development and standardization of the
objective audio assessment.

Based on years of the related research, International T-
elecommunication Union (ITU) published an audio quality
objective assessment standard (ITU C R BS.1387), which is
named Perceptual Evaluation of Audio Quality (PEAQ)[8].
PEAQ was an algorithm that models the psychoacoustic prin-
ciples of the human auditory system. PEAQ is designed for
mono audio evaluation. In 2007, Choietal[9] put forward a
multichannel audio objective evaluating model aim at sur-
round sound based on PEAQ. In 2009, Sunish George[10]
extended the audio quality assessment to the space level, by
adding the front audio quality and surround audio quality to
objective model. The above mentioned PEAQ advanced mod-
els was developed to include sound-field evaluation.

However, it also should be noted that PEAQ has only been
designed to grade signals with extremely small impairments.
In 2005, Vanam et al[11] show that including an Energy E-
qualization (EE) parameter as one of the model output vari-
ables (MOVs) of PEAQ improves its performance significant-
ly and the performance of this modified version can be used to
evaluate low bitrate scalable audio codecs. In 2012, Yuhong
et al[12] improve PEAQ model by adding both EE and Jit-
ter Distortion Measure (JDM) parameters to evaluate mobile
audio.

Auditory attention can be described as recognition pro-
cess that listener cast main attention on the specific sound
source in the whole complex sound field while neglecting oth-
ers. That means the interested sound could be hold fast and
accurately from the sound scene. To the best of our knowl-
edge, the recent developed objective audio assessment algo-
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rithms did not take account in the auditory attention mecha-
nism of human in complex sound filed with background noise.
In this paper, an intrusive model with psychological selective
mechanism of auditory attention is proposed. EE parameter
and JDM parameter are also incorporated in the PEAQ ba-
sic version for mobile audio quality assessment. To validate
our model, we choose four typical scenes and conduct experi-
ments to demonstrate the predictive accuracy of the proposed
method.

2. AUDITORY ATTENTION BASED APPROACH

The auditory attention based approach is shown in Fig1. A
perceptual model is used to compare the reference signal
with the test signal. The perceptual model reproduces the key
properties of hearing into PEAQ MOVs, JDM, EE parameter
and horizontal azimuth MOVs for attention audio. Then a
cognitive model uses these measures to estimate Objective
Difference Grade (ODG).

Acoustic localization system of human ear mainly relies
on the binaural cues and monaural cue, and is more accurate
for frontal sound image than for the rear and bilateral one.
In this paper, in order to simplify the experimental process,
we only consider the binaural horizontal localization of audio
source. Interaural time difference (ITD) and interaural level
difference (ILD) are used to discriminate attention audio from
background noise.

Fig. 1. Overview of auditory attention based approach.

2.1. MOVs for attention audio

When recording audio in complex sound-field, people are
tending to fix the attention audio just in front of the audio
recording units. Here we assumed that the audio source in
azimuth θ ≤ 6◦ namely within the scope of ILD ≤ 0.6dB,
ITD ≤ 55µs is attention audio source.

ITD is an important cue for sound source localization,
especially for a low-frequency sound. ITD can be comput-
ed from the following time window-based normalized cross-
correlation function (NCF), whereXL,k,n[l] and XL,k,n[l] are
peripheral ear model outputs of the left ear and the right ear,
respectively. k and n are the frequency band and time frame
indices. The cross correlation is calculated over 7/8 overlap-
ping rectangular time windows with the length approximately

equivalent to 20ms.

NCFk,n[d0] =

∑
l

XT,k,n[l]XR,k,n[l + d0]√∑
l

X2
T,k,n[l]X2

R,k,n[l]
(1)

Where d0 is range from 0 to 55 µs. ITD Atten is the
value of d0 giving this maximum of NCF.

ITD Atten[k, n] = arg
d0

max |NCFk,n[d0]|d0=55
d0=0 (2)

ITD Atten is measured in both the test and reference
signals, and is denoted as ITD Attentest and ITD Attenref
in the next computation stage. The perceptual change of the
source direction can be appropriately calculated as the Eu-
clidian distance between two positions on a unit circle. The
perceptual distance between two source directions due to the
difference can be modeled as Formula4.

∆T = ITD Attentest[k, n]− ITD Attenref [k, n] (3)

ITDDist Atten[k, n] =

√
2− 2 cosπ · fs

Nmax
·∆T (4)

Where fs is the sampling rate and Nmax is the maximum
ITD Atten represented in sample numbers.

ILD is an important cue for perception of sound direction
of high-frequency sounds. ILD is calculated as the logarithm
of the intensity ratio between the left ear input XL and right
ear input XR from the time-frequency segments in the kth
frequency band of the nth time frame.

ILD[k, n] = 10 log10


∑
l

X2
T,k,n[l]∑

l

X2
R,k,n[l]

 (5)

We can get ILD Attenref and ILD Attentest when
ILD ≤ 0.6dB. The ILD Atten distortion is calculated as:

∆L = ILD Attentest[k, n]− ILD Attenref [k, n] (6)

ILDDist Atten[k, n]=w2[k]×log10(
∑
l

X2
T,k,n[l]×|∆L|) (7)

Where ILD Attentest and ILD Attenref are the ILD
of the test and reference attention signals. w2[k] is a non-
linear weighting factor, which mirrors the relative importance
of the ILD Atten distortion in each frequency band. By
averaging over frequency bands and time frames, we get
ILDDist Atten, which is a measure of perceptual distance
between the ILD-based source direction of the test and refer-
ence signals.

The horizontal azimuth MOVs of attention audio is based
on ITDDist Atten and ILDDist Atten. According to
ILD ≤ 0.6dB, ITD ≤ 55µs, we discriminate corre-
sponding attention audio bark bands from background bark
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bands 1 ≤ Z ≤ 109. We choose WinModDiff1 Atten,
TotalNMR Atten,AvgModDiff1 Atten andAvgMod−
Diff2 Atten for attention audio timbre quality. So we can
extract 6 MOVs for attention audio.

2.2. MOVs for general audio

The MOVs parameters for general audio are classified as:
general PEAQ MOVs, JDM parameter, EE parameter and
horizontal azimuth MOVs. The horizontal azimuth MOVs
contain: ITDDist Total, ILDDist Total and IACC To−
tal[9]. 16 MOVs are extracted for general audio, including
11 MOVs from traditional PEAQ.

3. PERFORMANCE COMPARISON

In this section, we compare the performance of the PEAQ
metric with and without auditory attention related MOVs.
Both methods add EE and JDM parameters for better assess-
ment of mobile audio at mid to low bit-rates.

3.1. Experimental design

The experiments contain subjective tests and objective test-
s. Comparison is made based on the correlation coefficients
that is obtained from subjective and objective test data in pre-
dicting the audio quality. The performance comparison is
made between our previous developed JDM based approach
[11] and the proposed auditory attention based one. Both ap-
proaches are trained and verified for the same set of test se-
quences. In the process of producing audio test sequences,
we assumed that the audio source in azimuth θ ≤ 6◦ , namely
within the scope of ILD ≤ 0.6dB, ITD ≤ 55µs are atten-
tion audio source. Here we use four typical scenes and select
appropriate attention audio scripts for fusion in each scene.
Four typical scenes are shown as Table1.

Table 1. Test sequences in the listening test

No. Scenes Attention audio
01 office human voice
02 street alarm or explosive sound
03 court human voice
04 concert music

The synthesized audio sequences are generated by mixing
four specific background noises with corresponding attention
audio sequences. There are seven different synthesized se-
quences for each typical scene. Fours are used for training
and threes for validation.

The synthesized sequences are encoded by AMR-WB+
codec with 8 different bitrates[12]. In order to simplify the
experiment, the error rates are not considered here. Hence

we get 4*4*8=128 test sequences for training and 4*3*8 =
96 test sequences for verification. The sequences are 48 kHz
sampling rate, and the average duration is 20 seconds.

3.2. Subjective tests

Our tests are based on ITU-R BS.1534 standard recommend-
ed ”MUltiple Stimuli with Hidden Reference and Anchor
(MUSHRA)” test platform, and get Subjective Difference
Grade (SDG) of the attention audio.

Each test materials consist of 11 audio sequences (refer-
ence + 8 impaired + 1 hidden reference + 2 hidden anchors).
Two more degraded hidden Anchor conditions, typically low-
pass filtered the reference sequences at 3.5 kHz and low-pass
filtered at 7.0 kHz.

Fig. 2. SDG for different coding bitrates

The subjective test enrolled in 20 listeners. All testers are
keen hearing and also well trained. Testers should take tim-
ber quality and horizontal position sense into account. Each
tester should give corresponding scores to degraded audio se-
quences. Only testers correctly score hidden reference se-
quences with 100 points and score two hidden anchors within
a limited range, the test results are regard as valid data. The
SDG of hidden anchors, hidden references and test sequences
are shown as Fig2. Mi16 to mi23 refer to the corresponding 8
different bitrates of AMR-WB+.

3.3. MOVs for attention audio

3.3.1. Objective model training

128 audio sequences are used in the Objective model training
phase. We put 11 PEAQ MOVs, EE parameter, JDM param-
eter and 3 horizontal azimuth MOVs into neural network to
match with SDG. Then the JDM based model is trained and
built. The training Artificial Neural Network Model is the
same as PEAQ. After that we add 6 MOVs for attention au-
dio into neural network to build the auditory attention based
model.
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3.3.2. Objective model verification

96 audio sequences were fed into the two trained objective
models. The scatter diagram between objective and subjective
scores of the JDM based model is shown in Fig3. And the
auditory attention based model is shown in Fig4.

Fig. 3. Scatter plot of JDM based model

Fig. 4. Scatter plot of auditory attention based model

The scatter figures show that the auditory attention based
model works much better. Table2 shows the differences of
the correlation between objective and subjective scores, and
the correlation is characterized by Pearson’s correlation co-
efficient. The results show that the auditory attention based
model outputs has higher correlation(r = 0.912) with the sub-
jective scores.

Table 2. Correlations of different MOVs as input

Objective models Correlation coefficients
JDM based models 0.831
Auditory attention based models 0.912

Fig5 shows the perceptual importance of each MOV

when the neural network use these MOVs to predict ODG
in the objective tests. MOVs for attention audio such as
AvgModDiff1B Atten and AvgModDiff2B Atten
rank 2nd and 4th in perceptual quality prediction. It re-
flects that adding auditory attention base MOVs to our model
is reasonable and useful. Hence we can conclude that the
performance of the auditory attention based model is more
accurate, and more suitable for mobile audio codec evalua-
tions with complex background noises.

Fig. 5. perceputal importance of MOVs

4. CONCLUSION

We have developed a new objective model to evaluate au-
dio quality by adding attention based horizontal azimuth pa-
rameters and timbre distortion parameters as additional Mod-
el Output Variables (MOVs) with our previously develope-
d JDM based model. To both design and validate the pro-
posed model, we collected human subjective test data using
the MUSHRA method in four typical scenes. The predicted
audio qualities show good correlation with subjective quali-
ty ratings for the applied test sequences. The performance of
our proposed model is shown with high predictive accuracy
of 91.2% with the subjective test results.
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