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ABSTRACT

A perceptual, binaural audio-quality model is introduced.
The model was developed for predicting any kinds of per-
ceived spatial quality differences between two audio signals
in multi-channel reproduction and audio processing schemes.
It employs a recent binaural auditory model as front-end to
provide perceptually relevant binaural features for the refer-
ence and test audio signal. Correlations between the binaural
features of both signals are combined to an overall spatial
quality measure by the use of multivariate adaptive regres-
sion splines (MARS). Furthermore, a database was generated
to train and evaluate the model. The database contains var-
ious multi-channel audio signals, which were subjectively
assessed in formal listening tests with 15 trained listeners.
The results show different model prediction performances
depending on the type of quality degradation. Combina-
tion of the proposed spatial quality measure with established
monaural quality measures improved the predictive power.

Index Terms— Spatial audio quality, binaural auditory
model, objective quality assessment

1. INTRODUCTION

To evaluate the audio quality of audio processing or reproduc-
tion schemes, formal listening tests still represent the “gold
standard”. However, disadvantages of these subjective tests
are the high investments of time and money. Consequently,
much effort has been put into the development of computa-
tional models for audio quality prediction as a tool to com-
plement listening tests, e.g. during the development phase of
audio processing algorithms. Most of the up-to-date models
are oriented towards the human perception, e.g. [1, 2]. These
models typically compute “internal representations” in higher
stages of the auditory system for a reference and a test audio
signal. Similarity or distance measures are then used to com-
pare these internal representations and to compute a value re-
flecting the mean subjective opinion on the perceived quality
of the test signal relative to the reference signal.

To date, multi-channel audio systems have been well
established and are widely used. Different techniques for
recording, processing, transmission/coding and reproduction

of spatial audio can affect the perceived spatial quality of the
reproduced audio in various ways. On the other hand, rather
few audio quality models include spatial quality prediction.
The audio quality model recommended by ITU-R recommen-
dation BS.1387 (“PEAQ”) [3] is able to process stereo audio
signals, but each channel is handled separately. Efforts were
made to extend PEAQ with a spatial processing stage, e.g.
[4, 5]. The binaural auditory perception model of Breebaart et
al. [6], which is a binaural extension of the perception model
“PEMO” of Dau et al. [7], is used as front-end in [8] to pre-
dict aspects of room acoustics perception based on interaural
time differences. In addition to the psychoacoustic motivated
models, Rumsey et al. [9] developed a model for predicting
spatial transmission and reproduction audio quality. For this
purpose, spatial attributes were identified and defined. These
attributes were assigned to suitable technical measures.

In the strict sense, all comparison-based models do not
predict quality directly, but the perceived overall difference or
similarity between a given pair of audio signals. It is up to the
user of the model to interpret the model output appropriately,
e.g., in terms of (relative) quality.

The aim of the current study was to develop a perceptual
model for predicting the magnitude of the perceived overall
spatial difference. The recent binaural auditory model of Di-
etz et al. [10] was chosen as front-end. To ensure a gen-
eral applicability of the proposed quality model, specializa-
tion for a single task during development and training had to
be avoided. Thus, signals which contain various types of spa-
tial quality alterations were generated. Subjective quality as-
sessment was performed for the test signal database, and the
results were used for training and evaluation of the proposed
quality model.

One fundamental problem is the separation of purely
spatial (binaural) signal distortions and monaural distortions
as consequence of spatial signal manipulation and as conse-
quence of potential difficulty of listeners to clearly separate
them. Therefore, the binaural quality measures extracted
in the proposed approach were combined with established
monaural measures [1], [2].

The generation of the database, the model structure and
the evaluation of the binaural quality model will be presented
in the following.
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2. SUBJECTIVE SPATIAL AUDIO QUALITY DATA

Given that the binaural quality model is to predict spatial
quality differences only, monaurally perceptible quality dif-
ferences (e.g. timbre) should ideally not be contained in the
signal database or should at least be small compared to spa-
tial quality differences. This would also help in the listing
tests, because listeners would not have to differentiate be-
tween spatial and non-spatial quality aspects. Accordingly,
a database consisting of subjectively assessed multi-channel
audio signals was generated.

2.1. Signal generation

Multi-channel recordings of speech (two samples), music
(three samples) and nature sound (one sample) were con-
volved with five stereo room impulse responses and added up
to down-mix the signals to stereo signals. The stereo room
impulse responses were measured in a circular 5-loudspeaker
setup (radius 1.2 m) with three loudspeakers in front and two
in the back of a pair of microphones (cardioid character-
istic) in ORTF [11] stereo configuration. In the reference
condition, the loudspeakers were positioned at 0◦, ±45◦ and
±135◦. Six different methods were used to introduce spatial
quality alterations of these reference signals. It was ensured
that the alterations differ considerably from each other, while
choosing algorithms of practical relevance. Three of them
manipulated the stereo room impulse responses by (1) us-
ing partly different responses, i.e. from different loudspeaker
positions, (2) changing the inter-microphone time or level dif-
ferences, and (3) changing the direct-sound-to-reverberation
ratio. The other three methods were experimental hearing
aid algorithms: (4) an interaural phase jitter to increase the
apparent source width and to decrease localization acuity,
(5) binaural noise reduction attenuating signal parts with low
interaural coherence [12], (6) a hearing aid algorithm [13]
for noise reduction, for which speech samples from the Old-
enburg Sentence Test [14] mixed with different noise signals
were used as input signals. This algorithm was a binaural
beamformer that employs speech-distortion-weighted multi-
channel filtering. Here, the amount of noise reduction was
reduced by adjusting the RMS value of the noise in the pro-
cessed signal to match that of the unprocessed signal. The
overall effect on the perceived quality was supposed to be
dominated by an altered spatial impression. Overall level
differences between each test signal and corresponding refer-
ence signals were compensated. The database covers 136 test
signals altogether.

2.2. Subjective signal assessment

The subjective assessment was realized by pairwise compar-
isons of test and reference signals. In contrast to other typi-
cal subjective audio quality assessment methods, where sub-
jects are instructed to interpret any perceivable difference be-

tween a test and reference signal as quality degradations of
the test signal, here the task for the listeners was to quantify
the perceived overall difference between the two presented
signals on a numerical rating scale ranging from 0 (“no dif-
ference”) to 4 (“obvious difference”) in 0.1-steps. Overall
difference ratings were interpreted as quality differences af-
terwards. This made rating for the listeners more straightfor-
ward and easier. Apart from the two attributes at the ends
of the rating scale, no intermediate attributes were used. The
test procedure ran fully automatically in Matlab on a stan-
dard Windows PC, listeners entered their responses using a
graphical user interface. Signals were played in a loop. Lis-
teners were free to listen as long as they liked and they could
switch back and forth quasi-instantaneously between refer-
ence and test signal at any time. Additionally, signal segments
(> 300 ms) could be freely selected and played in a loop if
wanted.

The measurements took place in a sound-attenuated
booth. Audio signals were sampled at 44.1 kHz. (Refer-
ence and test signals processed by the hearing aid algorithms,
however, had an original sample rate of 16 kHz). They were
played back via external soundcard (RME Fireface UC) and
headphones (Sennheiser HD650). 15 normal hearing lis-
teners with former experience in listening tests participated
in the study. Before the beginning of the actual tests, they
performed a training session.

3. MODEL STRUCTURE

The spatial audio quality model consists of a front-end that
extracts binaural features and a back-end that analyzes and
correlates the binaural features and finally combines them to
an overall spatial quality measure.

3.1. Extraction of binaural features

The front-end (Fig. 1) is based on the binaural auditory
model of Dietz et al. [10]. A 500-Hz to 2-kHz second-
order band-pass filter is used to approximate the outer/middle
ear frequency response measured by Puria et al. [15]. The
frequency-dependent behavior of the basilar membrane is
simulated by a linear, fourth-order gammatone filterbank
[16, 17] with center frequencies from 236Hz to 12978Hz.
One gammatone filter is used per ERB (equivalent rectangu-
lar bandwidth, [18]) with, in contrast to [10], a bandwidth of
1.5 ERB, to account for increased effective binaural auditory
filter bandwidths (e.g., [19]). The basilar membrane com-
pression is modeled by instantaneous compression with an
exponent of 0.4. A subsequent halfwave-rectification is ap-
plied to simulate the mechano-electrical transduction process
in the inner hair-cells. After these steps, depicted with the
block peripheral processing in Fig. 1, the binaural feature ex-
traction follows: Two complex-valued gammatone filters [17]
are applied to assess temporal fine-structure (fine-structure
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Fig. 1. Schematic diagram of the binaural feature extraction
of the front-end.

filter) and envelope (modulation filter). The fine-structure fil-
ter applies the same center frequency as the respective basilar
membrane filter and has a q-value of three. The modula-
tion filter (first-order) extracts amplitude modulations with
a center frequency of 100 Hz for each channel. For basilar
membrane filters with center frequencies ≤ 1.14 kHz, the
fine-structure filter is used, otherwise the modulation filter.

The interaural transfer function (ITF) is calculated from
the complex signals of the fine-structure and modulation fil-
ter:

ITF (t) = yl(t) · y∗r (t) = Al(t) ·Ar(t) · ej(φl(t)−φr(t)) (1)

(with Al(t) and Ar(t) being the instantaneous amplitude and
φl(t) and φr(t) the instantaneous phase)

The ITF is low-pass filtered:

ITFLP (t) =

∫ ∞
0

ITF (t− τ) · e−τ/τsdτ (2)

The time constant τs is five times the cycle duration of the
respective auditory filter, so the resolution of the 1 kHz-band
is 5 ms. The interaural level difference (ILD) is computed by
applying a low-pass filter in parallel to the fine-structure and
modulation filter and computing the energy ratio of the left
and right low-pass filter output. From the ITF, the interaural
phase difference (IPD) and interaural vector strength (IVS)
[10] can be derived. The IPD is the argument of ITFLP . As
described in [10], the IPD can be ambiguous and the ILD can
be used to dissolve this.

To obtain the interaural time difference (ITD), the IPD is
devided by the mean instantaneous frequency of the left and
right signal. The IVS is computed from the ITF, providing a
measure similar to interaural coherence:

IV S(t) =

∣∣∫∞
0
ITF (t− τ) · e−τ/τsdτ

∣∣∫∞
0

∣∣ITF (t− τ) · e−τ/τs
∣∣ dτ (3)

3.2. Transformation of binaural features into a quality
measure

The back-end processes IVS(t, f ) and ITD(t, f ) of the ref-
erence and the test signal (Fig. 2). Both binaural features

Fig. 2. Schematic diagram of the binaural spatial quality
model.

are segmented into 300-ms time frames and further processed
frame by frame with 50 % overlap.

Assuming that quality differences are perceived more
intensively if the audio signal power in the respective time-
frequency section is higher, the IVS is weighted accordingly
with the signal power computed in each basilar membrane
filter using a moving 10-ms window. The first intermedi-
ate measure (monitoring the perceptual diffusiveness of the
sound) is the linear cross correlation coefficient between
the weighted IVS matrix of the reference and the test sig-
nal. The IVS is further used as a binary weighting for the
ITDlow (ITD of the 11 lowest frequency channels), selecting
ITD values for time-frequency points with an IVS of 0.96 or
higher (ITDthres), (see [10, 20]). With these ITD “glimpses”
likely originating from a distinct source, a histogram with
the boundaries -1 ms and 1 ms and a bin width of 50µs is
built, providing an image of the spatial distribution of distinct
sources. The cross correlation function (CCF) of the ITD
histogram of the reference and the test signal is computed;
the absolute value of the lag of the CCF maximum represents
the second intermediate measure.

The 43th percentile of the IVS correlation sequence and
the 86th percentile of the ITD measure sequence are com-
bined to an overall spatial quality measure Qbin by the use of
multivariate adaptive regression splines (MARS) [21].

3.3. Combination of binaural and monaural quality mea-
sures

In order to also cover non-spatial, e.g. timbre differences,
the above Qbin measure was complemented by two estab-
lished monaural quality measures: the linear distortion mea-
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Fig. 3. Predictions of the binaural spatial quality model.
Crosses: Signals with a higher amount of monaural cues.
Black lines: Subjective 99%-confidence interval.

sure [1] and the PSMt measure [2]. Another MARS model
was trained to derive a combination of these three measures
to an overall quality predictor.

4. EVALUATION

As a first test to assess if the proposed approach is in principle
capable of predicting audio signal differences, the database
described earlier was used to compare subjective ratings with
corresponding model predictions. Due to the rather small
size of the database, it was not separatated into “training”
and evaluation sets. For the purely binaural approach, the
MARS model was trained with the 88 signals of the database
containing no or rather few residual monaural differences be-
tween test and reference, such as changes in timbre. The ad-
vantage of the MARS model is that it is highly restrictable
and controllable. Consequently, the trained model could be
checked for plausibility. Besides, the risk of over-fitting is
rather low with this method. Figure 3 shows a scatter plot of
mean subjective ratings from the listening test against the cor-
responding binaural quality model predictions. The 88 signals
containing mostly spatial quality differences are indicated as
circles, whereas crosses represent the remaining 48 signals of
the database containing a higher amount of monaural varia-
tions. The linear cross correlation between subjective ratings
and model predictions is 0.83 for the 88 signals and 0.66 for
all signals. Moreover, 65 of the 88 quality predictions are
located within the 99 %-confidence intervals of the subjec-
tive assessments, but only 14 of the 48 predictions. Figure
4 shows the results obtained with the combined binaural and
monaural quality model. The MARS model was trained with
the whole database. The linear cross correlation coefficient
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Fig. 4. As Fig. 3, but with results obtained with the over-
all quality predictor including binaural and monaural quality
measures.

for all predictions increased to 0.79. The number of outliers
of the 99 %-confidence region decreased from 57 to 44.

5. DISCUSSION AND CONCLUSION

The results obtained for the proposed binaural quality model
are promising and suggest the validity of the general ap-
proach, i.e. to employ a perceptual, binaural auditory model
to compute and compare binaural features of a pair of bin-
aural audio signals. Very different types of spatial quality
differences could be predicted by the model reasonably well,
although similar high correlations with subjective ratings as
often observed in monaural audio and speech quality assess-
ment could not yet be achieved. Additional, larger databases
will be required for extensive training/optimization and eval-
uation with separated training and validation data sets. It also
became clear that purely spatial, i.e. binaurally perceivable
differences between audio signals represent rather special
cases of audio quality. Accordingly, the proposed combined
binaural/monaural approach including both quality dimen-
sions could improve the predictive power of objective quality
assessment for spatial, multi-channel audio. In conclusion,
the current study suggests that any model of overall audio
quality for multi-channel audio should include (intermediate)
measures for both types of quality differences.
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