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ABSTRACT

Techniques of video summarization have attracted signifi-
cant research interests in the past decade due to the rapid
progress in video recording, computation, and communica-
tion technologies. However, most of the existing methods
analyze the video in an off-line manner, which greatly re-
duces the flexibility of the system. On-line summarization,
which can progressively process video during video record-
ing, is then proposed for a wide range of applications. In
this paper, an on-line summarization method using Gaussian
mixture model is proposed. As shown in the experiments,
the proposed method outperforms other on-line methods in
both summarization quality and computational efficiency. It
can generate summarization with a shorter latency and much
lower computation resource requirements.

Index Terms— Video Summarization, Video skimming,
On-line video summarization, Gaussian mixture model

1. INTRODUCTION

With the rapid progress of computation, communication, and
video recording technologies, today a huge amount of video
data are generated every second. How to manage such huge
amount of video data has become an important task. To cope
with the video data, many researches have focused on explor-
ing efficient solutions for video management.

Techniques of video summarization, or video abstraction,
which aim to generate a short representation of the original
video for quick indexing and browsing, have thus attracted
significant research interests. With video summarization, re-
dundant data in a video stream can be removed while keeping
the informative parts. A good summarization can save, for
example, the precious time of human operators, the storage
space, and the data transmission resource, in many different
applications.

However, most of the existing summarization approaches
process the video in an off-line manner, which means that
the analysis can only start after the entire video is recorded.
This limitation reduces the flexibility of the summarization
systems. In many applications, such as summarization of data
acquired from a video sensor network, it is impractical and in-
efficient to encode and save the entire video before perform-
ing summarization due to the limited storage, computational
power, and memory resources. On-line summarization meth-
ods [1, 2, 3, 4], in which the summarization is progressively
generated during video recoding, are then proposed for a wide
range of applications.

On-line summarization means only partial information
is available during processing, making it difficult to gener-
ate good results. In addition to the summarization quality, a
good on-line method should also have the following proper-
ties. First, since the on-line methods are usually applied to
real-time applications or operated on end devices with lim-
ited resources, a good algorithm should be able to operate
under low computational complexity and limited memory re-
sources. Second, the method should generate summarization
with a very short latency due to the requirements of real-time
applications.

In this paper, we present our summarization method us-
ing low-complexity on-line Gaussian mixture model (GMM)-
based clustering. As shown in the experiments in Section 4,
the proposed method generates good summarization results
with low computation and memory resources compared to the
previous methods [2, 3].

The rest of the paper is arranged as follows. In Section 2,
the previous works on video summarization are reviewed.
The proposed method is described in Section 3. In Section 4,
experimental results are shown. Finally, the conclusion of the
paper is given in Section 5.

2014 IEEE International Conference on Acoustic, Speech and Signal Processing (ICASSP)

978-1-4799-2893-4/14/$31.00 ©2014 IEEE 1269



2. RELATED WORKS

Video summarization has attracted a lot of research attention
in the past decade. Comprehensive reviews can be found in
[5, 6, 7]. In the TRECVid 2007 and 2008 workshops, video
summarization data tracks were provided, and tens of sum-
marization techniques were evaluated and compared [8, 9].

Methods of video summarization can be roughly classi-
fied into two categories: keyframe extraction [7, 10, 11, 12,
13, 14, 15] and video skimming [2, 14, 16]. Keyframe extrac-
tion selects the most informative frames, while video skim-
ming generates a short video highlight of the original video.
Although keyframes can provide a very compact representa-
tion of the original video, the timing and motion information
are lost. In addition, the summarization results are less enjoy-
able to watch. On the other hand, video skimming can carry
more information, providing more enjoyable video for watch-
ing. In this paper, we focus on the video skimming-based
method.

Many of the summarization methods apply clustering
or graph models with low-level features to group similar
contents together. In [12], singular value decomposition
is applied to find the most representative frames. Fuzzy-C
means clustering is applied in [17]. In [18, 19], graph-based
methods are used. Those methods inspire us to employ on-
line clustering techniques as a solution to remove redundant
frames. Multi-view summarization also attracts many inter-
ests recently [10, 13, 16].

Although the previous methods successfully summarize
complex videos, most of them operate in an off-line man-
ner. Very limited works focus on the problem of on-line video
summarization [1, 2, 3, 4] due to the difficulty of generating
summarization with only partial information. Among these
methods, only [2] and [3] generate video skimming.

In [3], video summarization is performed directly in com-
pressed video bit stream in an on-line manner to reduce the
time and memory requirements for decoding. Feature differ-
ence between two continuous frames is used to detect a shot
boundary. For each shot, frames are picked at a fix rate. The
picked frames are then compared with previously selected
summarization frames to reduce redundancy. However, there
are two drawbacks of this method. First, the on-line sum-
marization of a single shot can only be done after the entire
shot is recorded, which increases the latency and the mem-
ory requirements for buffering. Second, each segment has to
be compared with all the previously selected frames, which
means all the previously selected frames need to be buffered.
These drawbacks reduce the advantages of on-line summa-
rization since a large amount of memory is required and the
result is generated with an arbitrarily long latency.

In [2], a decision tree is applied for the summarization
problem. The input video is divided into constant-length shots
first. A binary decision tree is then built-up, where each node
represents selecting the shot into summarization or not and
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Fig. 1. Block diagram of the proposed method.

each branch represents a result of summarization. The branch
with the highest score is selected and the tree is pruned on-
line, which acts as a time sliding window. This method still
requires large memory buffers and the summarization is also
generated with long latency.

Compared with the existing on-line video skimming
works[2, 3], our proposed method does not depend on shot de-
tection or temporal sliding window, which means our system
can instantly select video skimming frames with minimum
latency and buffering. Moreover, the computational cost is
low and the memory requirement is light.

3. PROPOSED METHOD

The overview of the proposed method is shown in Fig. 1. As
discussed in Section 2, clustering is a common technique used
in video summarization to eliminate redundant information.
In the proposed system, a feature is extracted first for each
input frame. The extracted feature is then clustered by an on-
line clustering technique to group similar contents. The im-
portance of the frame is then decided by the clustering result
and the parameters of the cluster it belongs to.

There are several choices of on-line clustering. GMM is
found to be a suitable solution for two reasons. First, the vari-
ance of each cluster can act as a dynamic threshold, providing
a better model to the natural video signals. Second, a very ef-
ficient on-line parameter estimation method can be applied to
perform clustering.

3.1. Feature Extraction

There is no limitation on the features used in the process: any
types of features that can successfully represent a frame can
be applied. In our implementation, the MPEG-7 color layout
descriptor [20] is applied due to its good representation ability
and low computational cost for extraction and comparing.

3.2. On-Line Clustering with Gaussian Mixture Model

GMM has been widely applied to many computer vision
tasks. One of the most successful applications is background
subtraction [21], in which a low-complexity on-line Gaussian
mixture model is applied to each pixel for detecting fore-
ground objects. We adopt this idea in our summarization
system.
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The input video in the feature space is treated a high di-
mensional “feature process.” At time t, GMM regards each
feature xt as a combination of K Gaussian components, i.e.,

xt =

K∑
k=1

ωkη(xt,µk,Σk), (1)

where ωk is the weight, and µk and Σk are respectively the
mean and covariance matrix of the kth component. η is the
probability density function (pdf) of multivariate Gaussian
distribution, i.e.,

η(x,µ,Σ) =
1

(2π)n|Σ| 12
e−

1
2 (x−µ)T Σ−1(x−µ), (2)

where n is the dimension of the input feature.
The covariance matrix Σ is an n × n matrix, which re-

quires a large amount of training data to estimate. To simplify
the learning process, we assume

Σ = σ2I. (3)

This assumes that each dimension of the feature has identical
variance. Although this is not true in practice, it is used as an
approximation in the high dimensional space and the results
are quite satisfactory.

To estimate the parameters ωk, µk, and Σk, EM algo-
rithm is often applied off-line. However, this requires all the
features to be buffered, and the computational complexity is
usually high due to many iterations before converging to the
final result. The on-line parameter estimation method used in
[21] is thus applied in our system.

For each input feature xt at time t, the distance between
the feature xt and the mean µk of each component is com-
puted to find a matched component. A component is matched
if the distance between xt and µk is less than three times of
the variance σk, i.e.,

(xt − µk)
T (xt − µk) < 3σk. (4)

The weights are then updated as

ωk,t = (1− α)ωk,t−1 + αMk,t, (5)

where α is the predefined learning rate, Mk,t is 1 for matched
component and 0 otherwise. The mean and covariance of the
matched component are also updated as

µk,t = (1− ρ)µk,t−1 + ρxt, (6)

σ2
k,t = (1− ρ)σ2

k,t−1 + ρ(xt − µk,t)
T (xt − µk,t), (7)

where ρ is the second learning rate and

ρ = αη(xt,µk,Σk). (8)

If no matched components are found, the component with
the smallest probability is updated as µk = xt with a small
weight and high variance.

Table 1. Summarization Results. Note that due to the limita-
tion of space, only the average results of each dataset, instead
of the results of each video, are shown.

Dataset Method Precision Recall F1 score

BL-7F [2], D=30 15.4% 63.1% 0.25
(19 videos) [2], D=90 21.9% 77.2% 0.34

[3] 30.4% 44.4% 0.36
GMM 62.6% 74.4% 0.68

Office [2], D=30 15.3% 77.5% 0.26
(4 videos) [2], D=90 17.8% 79.8% 0.29

[3] 15.5% 49.3% 0.23
GMM 44.4% 88.0% 0.59

Lobby [2], D=30 77.0% 52.3% 0.62
(3 videos) [2], D=90 79.9% 42.6% 0.56

[3] 48.0% 50.3% 0.49
GMM 72.0% 90.5% 0.80

3.3. Frame Selection

After the clustering, the decision of keeping or dropping the
current frame is determined by the parameters ω and σ of the
cluster it belongs to. A cluster with larger weight indicates
that its content appears more frequently, and thus the content
of the cluster is usually more redundant and less informative.
A cluster with lower variance indicates a lower activity level
in that cluster, and thus it is also less important. Therefore,
frames belong to a cluster with large weight and small vari-
ance should be filtered out.

The frame selection is performed as follows. At each time
t, all clusters are sorted in descending order by the value of
ωi∗
σi∗

, 1 ≤ i∗ ≤ K. The clusters in the front of the sorted list
are usually less important. For the current frame belonging to
the k∗th cluster in the sorted list, we check if

k∗∑
i∗=1

ωi∗ < T, (9)

where i∗ is the sorted index and T is the predefined summa-
rization rate. If this inequality holds, the frame is considered
non-informative and is then dropped; otherwise the frame is
added to the final summarization.

Although the frame selection process is performed in the
unit of a single frame, the selected frames usually appear con-
tinuously. This is because the selection is based on on-line
updating the parameters, which evolves smoothly. The sum-
marization result is thus a video skimming video instead of
keyframes.
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Fig. 2. Example frames of the datasets used in the experi-
ments. (a)(b): BL-7F, (c)(d): Office, and (e)(f): Lobby.

4. EXPERIMENTAL RESULTS

4.1. Dataset and Benchmark

In order to evaluate the proposed summarization method, ex-
periments are conducted using 3 different datasets with 27
videos in total. The description of the dataset is as follows:

• BL-7F: This dataset contains 19 videos in total taken
by our surveillance system installed in the 7th floor of
the BarryLam Building in National Taiwan University.

• Office: This is the office1 dataset provided in [16].
There are 4 videos taken with stably-held but non-fixed
cameras in an office room. The vibration of the cameras
makes it difficult to generate good summarization.

• Lobby: This is the office lobby dataset provided in [16].
There are 3 videos taken with stably-held but non-fixed
cameras in a large lobby area.

Example frames of those datasets are shown in Fig. 2.
Two on-line video skimming methods [2, 3] are implemented
as the benchmark methods. Both of these two video skim-
ming methods have been proven to be able to generate compa-
rable results with other off-line methods in the summarization
competition [8, 9].

In the experiments, K = 9 and α = 0.004 is selected
for our system. Since in [2] the depth of the tree, D, greatly
affects the summarization result and the memory usage, we
use both D = 30 and D = 90 in our experiments.

4.2. Summarization Results

In order to provide an objective comparison, a quantitative
metric is applied to evaluate the summarization results. We
hire human operators who are left unknown to our work to
mark the important segments for each video. The evaluation
is then computed by comparing the overlap between the sum-
marization result and the marked ground truth. The precision

Table 2. Computation Efficiency of Each Method.

[2]
D=30

[2]
D=90 [3] GMM

FPS (f/s) 21.8 18.8 9.3 34.7
Latency (s) 30 90 ∼200 ∼0
# Buffered
Frames 900 2700 ∼5000 1

and recall are calculated in the frame level, where the preci-
sion indicates the ability to remove useless parts and the recall
indicates the ability to keep information.

As shown in Table 1, the proposed GMM method out-
performs the other two methods in both precision and recall.
Note that due to the limitation of space, only the average re-
sults of videos in each dataset is shown. The F1 score is also
computed for comparison.

4.3. Computational Efficiency

We also evaluate the computational efficiency of the on-line
video summarization. In our experiments, a low-power Intel
ATOMTM N570 processor with 2GB memory is used for sim-
ulating the low power devices. The Office dataset with the
640 × 480 resolution is applied. All the three methods are
implemented in C++.

In [2], each tree node has 30 frames. Therefore, the num-
ber of frames that need to be buffered is D × 30. In [3], both
the frames in the current shot and the quantized DC frames of
the previously selected summary are buffered. The latency is
determined by the length of the shot.

As shown in Table 2, the proposed method requires much
lower computation resources while generating video sum-
mary almost without any latency.

5. CONCLUSION

In this paper, we have proposed an on-line video summariza-
tion method using the Gaussian mixture model. The experi-
mental results show that the proposed scheme outperforms the
previous methods. With much lower computation resource
requirements compared to the previous on-line video skim-
ming methods, the proposed GMM-based on-line video sum-
marization can thus be applied to a wide range of applications.
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