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ABSTRACT

This paper deals with an image colorization and proposes a
new image colorization algorithm. Assuming that the dif-
ference of color values between neighbor pixels is given
as a monotonically increasing function of the difference of
grayscale values between neighbor pixels, a colorization
function is proposed, and the colorization problem is for-
mulated as the weighted least squares problem using this
function. In order to reduce the dependence on the value
of a parameter in the algorithm, this paper utilizes a finite
series approximation and provides a fast colorization algo-
rithm. Numerical examples show that the proposed algorithm
colorizes a grayscale image efficiently.

Index Terms— image colorization, sparse optimization,
series approximation

1. INTRODUCTION

This paper deals with a digital image colorization problem,
which is to recover a color image from a grayscale image with
a few color pixels. For this problem, various algorithms have
been proposed [1–6]. In [1–3], colorization algorithms are
proposed using the segmentation technique. Because the per-
formance of segmentation technique depends heavily on the
property of each image, these algorithms can colorize only
particular images. For example, [3] considers only the manga
colorization. In [4], Levin et al. propose the colorization al-
gorithm using optimization. This algorithm can colorize any
general images if the given image have enough color pixels,
however, the algorithm fails to colorize a whole image ap-
propriately if only a few color pixels are given. In [5], the
algorithm to find the best pixels to be colorized is proposed
to obtain a colorized image with a minimum number of given
color pixels.

This paper proposes a new colorization algorithm based
on [6], where a colorization algorithm is proposed to colorize
a whole image by only a few color pixels under the assump-
tion that each color value changes smoothly if the grayscale
intensity value changes smoothly, that is, the neighborhood
pixels have the same color when they have equal grayscale

intensity values. The colorization problem have been formu-
lated as a mixed ℓ0/ℓ1 norm minimization problem, and the
algorithm is proposed based on the iterative reweighed least
squares [7, 8]. While this algorithm can colorize any general
image even if given image have only a few color pixels, the
quality of the resulting color image depends much on some
parameters, and the algorithm requires a large number of iter-
ations. Therefore this paper modifies this algorithm and pro-
vides a new algorithm in order to reduce the dependence of
parameter and the calculation cost.

This paper assumes that the difference of color values be-
tween neighbor pixels is given as a function of the difference
of grayscale values between neighbor pixels and proposes a
new colorization algorithm introducing this colorization func-
tion, which is derived from a sparse optimization. In order to
reduce the dependence on the parameter, this paper also pro-
poses a finite series approximation of the colorization func-
tion. Numerical examples show that the proposed algorithm
colorizes a grayscale image with only a few color pixels effi-
ciently comparing with some previous studies.

2. MAIN RESULTS

2.1. Problem Formulation

This paper deals with the digital image colorization problem
where a color image is recovered from a grayscale image
with a small number of given color pixels. Let I ∈ RM×N ,
IR ∈ RM×N , IG ∈ RM×N and IB ∈ RM×N denote
a grayscale intensity image and its values of red, green and
blue, respectively. This paper assumes here that a grayscale
image is converted from a color image by forming a weighted
sum of the values of red, green and blue as follows,

I = arI
R + agI

G + abI
B , (1)

where ar, ag and ab are constants. Then the colorization prob-
lem considered in this paper is formulated as the following
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matrix completion problem,

find X = [XR XG XB] ∈ RM×3N

subject to XR ∈ RM×N , XG ∈ RM×N , XB ∈ RM×N ,
I = arX

R + agX
G + abX

B ,
[XR

i,j X
G
i,j X

B
i,j ] = [IRi,j I

G
i,j I

B
i,j ], ∀(i, j) ∈ I,

(2)
where I denotes a given set of matrix indices, which corre-
spond to known color pixels, Ai,j denotes the (i, j)-element
of the matrix A, and X = [XR XG XB] is a design variable.
This problem is obviously ill-posed, and therefore we usu-
ally provide the additional assumption that each color value
changes smoothly. To achieve this assumption, this paper for-
mulates the ℓ2 norm minimization problem for the digital im-
age colorization.

Let xR = vec
(
XR

)
, xG = vec

(
XG

)
, xB = vec

(
XB

)
,

vR = vec
(
IR

)
, vG = vec

(
IG

)
, vB = vec

(
IB

)
, vI =

vec(I), x = [xT
R xT

G xT
B ]

T and v = [vT
R vT

G vT
B ]

T , where
vec denotes the function which converts a matrix to a vector
by stacking the matrix columns successively. Define U ∈
R(M−1)×M , V ∈ RM(N−1)×MN , Ū ∈ R3N(M−1)×3MN ,
V̄ ∈ R3M(N−1)×3MN , D ∈ R(6MN−3M−3N)×3MN and
C ∈ RMN×3MN as

Ui,j =

 1, if i = j
−1, if i+ 1 = j
0, otherwise

, Vi,j =

 1, if i = j
−1, if i+M = j,
0, otherwise

Ū = diag(U, . . . , U), V̄ = diag(V, V, V ), D = [ŪT V̄ T ]T

and

C =


ar, if i = j
ag, if i+MN = j
ab, if i+ 2MN = j
0, otherwise

respectively, where diag(A1, . . . , Am) denotes a block diag-
onal matrix consisting of A1, . . . , Am. The vectors v and x
correspond to [IR IG IB ] and X = [XR XG XB ], respec-
tively, and the matrices Ū and V̄ denote vertical and horizon-
tal difference operators. Then Dx denotes the differences be-
tween the neighbor pixels of a whole image, and the ℓ2 norm
minimizing colorization problem is formulated as follows,

Minimize ∥Dx∥22
subject to vI = Cx, xi = vi, ∀i ∈ Ī, (3)

where ∥ · ∥2 denotes the l2 norm of a vector, xi and vi denote
the ith element of x and v, respectively, and Ī denotes a given
set of vector indices corresponding to I.

Experimental results indicate that the ℓ2 norm minimiza-
tion approach (3) colorizes the pixels near the given color pix-
els correctly, however the further pixels from the given color
pixels are recovered with larger errors or remain grayscale. In
order to achieve the correct color recovery, this paper assumes
that the difference of color values between neighbor pixels is
given as a function of the difference of grayscale values be-
tween neighbor pixels as follows,

Fig. 1. Illustration of the function f . (a) (b) and (c) are given
by (8), (9) and (11), respectively.

(Dx)i = αf((Dṽ)i), (4)

where ṽ = [vT
I vT

I vT
I ]

T , (·)i denotes the ith element of a
vector, α is constant, and f is a real valued function. Then we
obtain the following equation,

∥Dx∥22 = α2
6MN−3M−3N∑

k=1

f((Dṽ)k)
2. (5)

Because the value of
∑6MN−3M−3N

k=1 f((Dṽ)k)
2 is a con-

stant, we obtain the following equations,

arg min
x,s.t.(4)

∥Dx∥22 = arg min
x,s.t.(4)

α2

= arg min
x,s.t.(4)

6MN−3M−3N∑
k=1

(
(Dx)k

f((Dṽ)k)

)2

. (6)

Thus the problem (3) under the assumption (4) is represented
by the following weighted least squares problem,

Minimize ∥FDx∥22
subject to vI = Cx, xi = vi, ∀i ∈ Ī, (7)

where F is diagonal matrix whose ith diagonal element is
1/f((Dṽ)i).

Next, we focus on the colorization function f . This paper
assumes that the difference of color values is described by a
monotonically increasing function of the difference of their
grayscale values. The simple way to describe this is to give
the function f as follows,

f(u) = |u|. (8)

However, experimental results indicate that this function does
not recover the color image correctly and that the further pix-
els from the given color pixels remain grayscale. In order
to colorize a whole image, this paper proposes the following
function,

f(u) =

{
|u| − ν (|u| > ν)
0 (|u| ≤ ν)

, (9)

where ν > 0 is a given constant. The function f in (9) implies
that pixels with almost the same intensity value have the same
color.
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In [6], authors have proposed the colorization algorithm
based in the mixed ℓ0/ℓ1 norm minimization, where the color
value x is recovered by minimizing the ℓ0 norm of Dx in
(4), that is, letting Dx to be sparse. The experimental results
show that the sparse Dx represents a good colorized image.
The function f in (9) is used in the ℓ1 norm minimization such
as the forward and backward splitting (FOBOS) algorithm [9]
to obtain a sparse vector. Hence it is expected that we can
obtain sparser Dx and better colorized image by minimizing
∥Dx∥22 with the constraints (4) using f in (9) than without
these constraints. Therefore the problem (7) is a sort of the
sparse optimization, and the algorithm proposed in the paper
is a revised version of that in [6].

Though the value of ν affects the performance of coloriza-
tion, we hardly decide the best value because it depends on the
property of each image to be colorized. In order to reduce the
dependence of parameter, this paper proposes to smooth the
function f by series approximation. In the matrix F of (7) the
values of 1/f is calculated as follows,

1

f(u)
=

{ 1
|u|−ν (|u| > ν)

∞ (|u| ≤ ν)
. (10)

We approximate (10) by the following finite series,

1

f(u)
≈ 1

ν

L∑
k=1

1(
|u|
ν

)k
, (11)

where L > 0 is a given constant. Note that the (11) is exactly
equal to (10) if L → ∞ and less sensitive to the value of ν
than (10). Finally, we obtain the colorization function f as
follows,

1

f(u)
=

1

ν

L∑
k=1

1(
|u|
ν + ε1/k

)k
, (12)

where the ε > 0 is a small constant to avoid zero divide. The
function f presented by (8), (9) and (11) are shown in Figure
1 (a), (b) and (c), respectively.

The problem (7) is a convex optimization and can be
solved exactly. This paper aims to provide a fast algorithm,
and therefore we relax the problem using the Lagrangian
relaxation and propose the following problem,

Minimize ∥FDx∥22 + λ1∥vI − Cx∥22 + λ2∥M(v − x)∥22
(13)

where λ1 > 0 and λ2 > 0 are given constants, and M is a
diagonal matrix whose diagonal element is defined by

Mi,i =

{
1 if i ∈ Ī
0 otherwise .

The least squares problem (13) can be solved simply as

x =

 FD
λ1C
λ2M

†  0
λ1vI

λ2Mv

 , (14)

(a) (b)

(c) (d)

(e) (f)

Fig. 2. (a) Original parrots image (247 × 225 pixels) and
(b) given image with 24 color pixels. Results of (c) Levin’s
method [4], (d) the mixed ℓ0/ℓ1 norm minimization approach
[6], (e) the proposed algorithm using (8) and (f) using (12).

where 0 denote the zero vector of size 6MN − 3M − 3N ,
and A† denotes the pseudoinverse of a matrix A.

3. NUMERICAL EXAMPLES

This section shows colorization examples to demonstrate the
effectiveness of the proposed algorithm. In all examples we
use ε = 10−8, L = 8 λ1 = λ2 = 100 and ν = 6, which
give the best colorization. The values of the constants (1) are
adopted as [ar ag ab] = [0.29891 0.58661 0.11448], which
is usually used in the color conversion from RGB to YCbCr
according to ITU-R BT.601.

We compare the proposed algorithm with Levin’s method
[4], the mixed ℓo/ℓ1 norm minimization approach [6], and
proposed algorithm using (8). Figure 2 - 4 show the results
of these algorithms using only 24, 24, and 2 color pixels, re-
spectively, and the red circles point out given color pixels. As
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Table 1. PSNR [dB]
Parrots Sunset Design Mandrill Peppers

Levin’s method [4] 21.95 24.29 17.84 20.51 20.79
Mixed L0/L1 norm minimization [6] 16.57 23.51 18.19 22.12 21.60

Proposed algorithm using (12) 23.51 26.88 36.38 21.27 21.72

Number of given color pixles 24 24 2 36 36
Image size 225 × 247 180 × 180 180 × 180 180 × 180 180 × 180

(a) (b)

(c) (d)

(e) (f)

Fig. 3. (a) Original sunset image (180 × 180 pixels) and
(b) given image with 24 color pixels. Results of (c) Levin’s
method [4], (d) the mixed ℓ0/ℓ1 norm minimization approach
[6], (e) the proposed algorithm using (8) and (f) using (12).

can be seen, the proposed algorithm can colorize the grayscale
image efficiently with a small number of color pixels. Table
1 shows the peak signal to noise ratio (PSNR) [dB] of result-
ing colorized image of each algorithm. Parrots, Sunset, and
Design are images in Fig. 2 - 4, and Mandrill and Peppers
are images known as ’mandrill’ and ’peppers.png’ in MAT-
LAB, respectively. We can see that PSNR of the proposed
algorithm is the highest value of the three algorithms in all
images excepting the Mandrill image.

(a) (b)

(c) (d)

(e) (f)

Fig. 4. (a) Original design image (180 × 180 pixels) and (b)
given image with 2 color pixels. Results of (c) Levin’s method
[4], (d) the mixed ℓ0/ℓ1 norm minimization approach [6], (e)
the proposed algorithm using (8) and (f) using (12).

4. CONCLUSION

This paper proposes the digital image colorization algorithm
using a colorization function, which is based on the sparse
optimization and approximated by series. The image col-
orization problem is formulated as the weighted least squares
problem and can be solved fast. Numerical examples show
that the proposed algorithm can colorize a whole image ef-
fectively with a small number of color pixels comparing with
the other algorithms.
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