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ABSTRACT

When high ISO sensitivity is used to acquire images of dark scenes,
their detail textures are often deteriorated by sensor noise. On the
other hand, using flash photography with artificial light, one can
shorten the exposure time, and obtain a sharp image under the low
ISO sensitivity. However, the use of flash light changes the color
tone and often generates unnatural images due to a specific color
temperature of the additional light. This paper presents a new ef-
ficient method for flash/no-flash image integration. In contrast to
conventional integration methods assuming that the flash image has a
sharp texture without any noise, our method can successfully remove
noise. Specifically, our method separately handles regions within the
reach of the flash light and other regions out of range of the flash
light, because the two regions have much different characteristics.
As for the former well-exposed regions, we transferred the detail of
the flash image to no-flash image by optimization and component
separation. As for the latter under-exposed regions, an optimization
based joint bilateral filtering that uses information of a flash image
is performed to remove noise. Experimental results show the effec-
tiveness of our method compared to the conventional methods.

Index Terms— flash/no-flash image integration, image denois-
ing, convex minimization

1. INTRODUCTION

In the photographing of dark scenes, one often faces deterioration
of images due to motion blur or sensor noise. One solution to the
problem is to utilize flash photography. The use of flash, however,
may change the color and atmosphere of a scene, which results in
an unnatural image, since the color temperature of the artificial light
is often unsuitable for the scene. On the other hand, photography
with high ISO sensitivity can shorten its exposure time and reduces
motion blur artifacts, but it also gains up the influence of various
noise.

Petschnigg et al. [1] addresses the problem by recombining the
structure and texture of the flash and no-flash images. To perform
this, joint-bilateral filtering (joint-BLF) [2] is introduced, i.e., the
weights of a bilateral filter for the unexposed regions of a no-flash
image are obtained from the corresponding well-exposed regions of
a flash image. Then sharp edges of the flash image (detail image),
and vivid colors of the no-flash image (ambient image) are simulta-
neously restored. However, some weak edges that are not preserved
in joint-BLF yield discoloration (color unevenness) and halo arti-
facts along the edges.

The guided filter [3, 4] can also deal with these problems. They
consider a local linear model between a guidance (flash) image and
an input (no-flash) image, and yield a noiseless image by color trans-
form. In particular, [3] is able to reduce the effect of shadows and
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Fig. 1. Flowchart of flash/no-flash image integration.

specular lights, and suitable for flash/no-flash integration. HaCo-
hen et al.’s [5] propose, a non-rigid color mapping method, that is
applicable to the flash/no-flash problem. As a great advantage, the
method dues not require image alignment unlike the aforementioned
methods. Unfortunately the performance becomes unstable when
the intensities of two images are quite different.

The problem is that all the aforementioned methods assume flash
images have sharp textures without noise. However when taking a
dark scene in practice, they often have underexposed noisy regions.
This paper presents a new effective method that can handle more
practical situations. In our framework, for the regions where a flash
image has more detailed texture than a no-flash image, we transfer
the detail of a flash image to the corresponding no-flash image by
minimizing an appropriate cost function. For the regions where the
flash image is unclear, we perform edge preserving filtering by using
a reference image that is achieved by solving a convex optimization
problem. Finally, the two results are integrated using an alpha map.
As a result, our method is better than the conventional methods.

2. PROPOSED METHOD

2.1. Outline

In our method, a pair of flash and no-flash image is used to restore
the deteriorated no-flash image that has the atmosphere of a scene.
Since the effect of flash light fades with increasing distance from a
camera, distant regions appear dark due to the underexposure. We
call underexposed regions ”no-flash regions”. On the other hand,
regions where the flash light adequately reaches is called ”flash re-
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gions”. Fig. 1 illustrates the outline of our method. Specifically, first,
each region is processed by different methods that are elaborated on
in Sec. 2.2 and 2.3. Then the integration of images is performed by
a blending method described in Sec. 2.4.

2.2. Edge Transfer

First we describe a denoising method for the flash region, that is, the
area within an effective range of flash. We assume that the no-flash
image is taken with a high ISO sensitivity and an appropriate setting
of the white-balance, while the flash image is taken with a lower ISO
sensitivity and shorter exposure time. Our aim of this section is to
denoise the noisy no-flash image by transferring the sharp edges of
the flash image while preserving the color balance.

Let f and a ∈ RN be a vectorized flash image and a no-flash
image, where N denote the number of pixels. The flash and no-flash
images are decomposed into the structure and the texture component
as shown in Fig. 2. The structure component consists of almost flat
areas with uniform values or smooth gradation. The texture compo-
nent consists of lines and contours with strong directionality. The
structure components fs and as are obtained by edge-preserving fil-
ter for f and a. As the filter, we use domain transform filter [6]
because of its fast execution time and the comparable performance
to the bilateral filter [7]. The texture component of the two images
are simply given by

at = a − as, ft = f − fs.

Although the edge-preserving smoothing methods possess a denois-
ing capability, they often fail to keep edges. Thus the texture com-
ponent at may contain not only noise but also edges of a scene. To
extract the edges from at, We apply an optimization-based smooth-
ing operation only to the texture component. Our method is based on
the assumption that the noise is only included in the texture compo-
nent at of the no-flash images. The color tone of the scene is kept in
the structure component as. The restored image is given by solving
the following convex optimization problem:

bae = as + arg min
xt



γ‖Dxt − Dft‖1 +
1

2
‖xt − at‖2

2

ff

, (1)

where ‖ · ‖p denotes lp norm, D = [Dx;Dy]T ∈ R2N×N is
the vertically concatenated first-order difference operators Dx and
Dy ∈ RN×N for the horizontal and vertical directions. The term
‖Dxt − Dft‖1 can be regarded as the regularization term with
anisotropic total variation (TV-term) acting on the high frequency
components of xt − ft. This TV-term plays the role of transferring
the edges of the flash image to bae, and the l2-term is introduced to
correct the color tone around the edges.

The optimization problem in (1) is solved by the alternating di-
rection method of multipliers (ADMM) [8, 9]. By choosing z0,u0∈
R2N and ρ∈ (0,∞), an ADMM specialized for the problem (1) is

→ +
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Fig. 2. Structure/Texture decomposition: (a) original 1D signal, (b)
structure component, (c) texture component.
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xk+1
t := arg min

xt

1

2
‖xt − at‖2

2 +
ρ

2
‖Dxt − Dft − zk + uk‖2

2

zk+1 := arg min
z

γ‖z‖1 +
ρ

2
‖Dxk+1

t − Dft − z + uk‖2
2

uk+1 := uk − (Dxk+1
t − Dft − zk+1).

(2)

Since the first step of the algorithm is a quadratic optimization prob-
lem w.r.t. xt, the solution is obtained by solving a matrix inver-
sion, where the matrix can be diagonalized using the fast Fourier
transform (FFT) thanks to its block circulant with circulant blocks
(BCCB) structure. Thus, we can efficiently solve the equation as
follows:

xk+1
t =

F−1

(

F (at) + ρ(F (∂x)F (żx) + F (∂y)F (ży)

F (I) + ρ(F (∂x)F (∂x) + F (∂y)F (∂y))

)

,

(3)

where żx = zk
x+Dxft−uk

x and ży = zk
y+Dyft−uk

y . Furthermore
zx,y and ux,y are horizontal and vertical direction components, re-
spectively. F (·) and F (·) denote FFT and its complex conjugate.
F (I) is a FFTed delta function. ∂x and ∂y are difference operators
corresponding to Dx and Dy , respectively. Then, the solution of the
second step in the algorithm is simply given by a soft-thresholding
operation For details, refer to [10].

2.3. Under-exposed region

As for the no-flash regions in a flash and a no-flash image, the no-
flash image has shape edges but suffers from noise, the flash image
has less noise but suffers from low contrast. Since the no-flash re-
gions of a flash image are often under-exposed, applying the method
in Sec. 2.2 to the no-flash domain tends to excessively smooth the
edges. To denoise the image a using f as a guidance image, we in-
troduce the following convex optimization problem for obtaining a
denoised image au:

bau = arg min
xa



λ‖(I − B)xa‖1 +
1

2
‖xa − a‖2

2

ff

, (4)

where I ∈ RN×N is an identity matrix, and B ∈ RN×N is a bi-
lateral filter matrix for joint-BLF. The coefficient bi,j is calculated
from the flash image:

bi,j =
1

Ci
gs(i − j)gr(fi − fj), (5)

where Ci =
P

j gs(i− j)gr(fi − fj) is the normalization term,
j ∈ N (i) is neighboring pixels centered at a pixel i, and gs(·) and
gr(·) are weight functions of the bilateral filter for the spatial do-
main and range domain. As for the function g, we use a Gaussian
function {gi(x) = exp(−‖x − µ‖2/σ2

i )| i ∈ {s, r}}, where µ = 0
is the mean of x and σ is the standard deviation of x. The detail of
parameters σs, σr are described in Sec. 3.

In this case, BT B ∈ RN×N is not a BCCB matrix, and it cannot
be diagonalized by FFT. Therefore applying ADMM to (4) requires
some iterative schemes, such as the conjugate gradient method [11,
12], in the first step. Hence, instead of the ADMM, we use the
primal-dual splitting algorithm [13], which has also been recently
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(a) No-flash (b) Flash (c) Alpha map

Fig. 3. Example of alpha map.

applied to color image restoration [14]. A primal-dual splitting al-
gorithm specialized for the problem in (4) is given by

6

6

6

6

4

xk+1
a := xk

a − τ1(x
k
a − a) − τ1L

T zk

ezk+1 := zk + τ2L(2xk+1
a − xk

a)

zk+1 := ezk+1 − τ2Ψλ/τ2(τ
−1
2 z̃k+1),

(6)

where L = I−B and Ψ is the soft thresholding (shrinkage) operator
defined as Ψκ(z)=(z−κ)+ − (−z−κ)+ where (z)+ =max(z, 0)
takes nonnegative part of each element of z.

2.4. Alpha Blending

We finally integrate the two images bae and bau obtained from (1) and
(4) using alpha blending. Assuming the final image consists of flash
regions and no-flash regions, we aim to assign the regions of ae and
au to the adequate regions of the final image. The alpha map m is
created by comparing the luminance of original flash and no-flash
image as

mi =

(

1 if fi ≥ ai

0 otherwise
. (7)

The discrete separation of blending coefficients by {0, 1}, however
causes artifacts around the edges such as double contour and noise.
Therefore we use Gaussian filtering to smooth the alpha map, and
denote it as ms. The standard deviation of the Gaussian filter is set
as 2.0.

Finally, the images bae and cau are integrated to produce the final
image ba by

ba = ms ◦ bae + (1 − ms) ◦ bau, (8)

where ◦ denotes element-wise multiplication. An example of a flash
map is illustrated in Fig.3.

3. EXPERIMENTAL RESULTS

Here we show two experimental results. In the first experiment, the
original flash and no-flash images are taken by Canon EOS 20D, and
f-number is set to 4.5. ISO sensitivity of the flash and no-flash im-
ages are set to 100 and 3200, respectively. The pixel values of each
image are normalized to the range [0,1]. The images (no-flash im-
ages) used in the experiment are shown in Fig.4(a)-(c), while the im-
ages in Fig.4(d)-(g) are used for the numerical evaluation (described
later). Fig.5 shows the results for some parts of the three images,
in which we show the flash images, the noisy inputs, the results ob-
tained using the conventional methods [1, 3], and our method. The
parameters of the conventional methods are carefully adjusted so as
to give similar denoising effect. The standard deviations of bilateral

Table 1. Comparison in PSNR for images (d)-(g).
Image noisy [1] [3] Our method
(d) 26.71 32.48 30.82 32.88
(e) 26.88 31.88 29.29 31.85
(f) 26.68 31.53 28.81 31.82
(g) 26.14 28.49 28.22 29.94

filter used in the our method are σs = 2 and 0.01 ≤ σr ≤ 0.1 in
this paper (σs and σr are standard deviations of gs and gr in (5)).

One can see from the figure that our method yields images with
less noise and sharper edges. The method [1] has some drawbacks
such as blurring artifact, especially for regions with some color gra-
dation. In Fig.5(a), the method [1] results in more blurred images
than the others. The results of the method [3] performs well, but
denoising capability and sharpness are insufficient in some areas. In
the flash region, our method restore sharper texture than the others
as shown in Fig.5(b). As for the no-flash region, the methods [1, 3]
(Fig.5(c-3) and (c-4)) have unclear contrast in some parts, while our
method (Fig.5(c-5)) achieves efficient noise reduction without reduc-
ing contrast.

Next we show quantitative comparison to show the validity of
our method. We prepare clear flash/no-flash image pairs, artificially
add white Gaussian noise (σ = 0.05, µ = 0), and then apply the
methods to them. The no-flash image and long exposure image (clear
no-flash image) have slightly different color due to the ISO sensitiv-
ity. Thus the colors of the resulting images are different from those
of long exposures images. To avoid this issue, we do not use the
no-flash image but a image that noise add to long exposure image
as an image to be used in PSNR. Table 1 shows the results (PSNR)
of four images Fig.5(d)-(g). The results show that our method out-
performs the others quantitatively as well. Additionally, Fig.5(f) and
(g) show close-up images, which illustrate the results of the flash and
the no-flash regions, respectively. In Fig.5(g), even though the flash
images have only a little texture, our method gains clearer contrast
and better scores in PSNR than the other methods.

4. CONCLUSION

Our method deals with the no-flash regions as well, and two methods
are applied for the two regions. Meanwhile, the conventional meth-
ods for flash/no-flash image integration are focused only on the flash
region. Our method solves the two convex optimization problems
to the flash/no-flash regions to yield two images for the regions, and
then integrate them using the alpha map. Our method significantly
improves the denoising capabilities, compared with the conventional
image integration methods. Alpha map to integrate a flash/no-flash
image is not required strictly. Performance should be improved, if
alpha map that can distinguish flash region and no-flash region is ob-
tained. In the end, this paper presented a new approach using convex
optimization for integration of a pair image that has pixel of corre-
sponding. However, in real images the flash/no-flash image pair is
not registered, and we would like to consider it for our future work.
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