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ABSTRACT

Texture extrapolation techniques enable to fill large holes
of missing information. Many applications can be targeted
such as image and video coding, channel block losses, ob-
ject removal, filling of 3D disocclusions etc. For more than
two decades, many approaches have been developed, even
though each contains pros and cons which force to choose the
best compromise for the targeted application. In this paper,
we propose to continue exploring and improving a popular
parametric completion method using the autoregressive (AR)
model. In this framework, the training area is automatically
optimized. A consistency criterion also enables to assess
and regularize the model. Moreover, a post-processing step
enables to remove the remaining seam artefacts. A compar-
ison with the state-of-the-art is provided for both subjective
quality and complexity which remains a major constraint for
texture completion.

Index Terms— Texture completion, parametric method,
autoregressive model.

1. INTRODUCTION

Texture extrapolation appears in two overlapping domains:
texture synthesis and inpainting. Texture synthesis algorithms
[1] are dedicated to create a large texture from a short in-
put image. Inpainting methods [2] refer to the extrapolation
of signal inside a removed region, propagating structures. In
this paper, the term texture completion is used as we aim at
seamlessly filling textures, which includes both synthesis and
inpainting. Texture synthesis algorithms are mostly divided
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Fig. 1. Block diagram of the framework: three AR classical
(solid blocks) and three improvement (dashed blocks) steps.

into two main categories of algorithms: parametric and non-
parametric approaches. The first approximates the Probability
Density Function (PDF) of the input sample with a compact
model [3, 4, 5, 6, 7, 8]. The most common techniques rely
on the Autoregressive (AR), the Moving Average (MA) and
the Autoregressive Moving Average (ARMA) models. The
second [9, 10, 11, 12, 13] often build the output by search-
ing for a best match region in the input and copying it with
some different methods and region shapes depending on the
method. One other category, more dedicated to inpainting,
uses a diffusion process based on non-linear Partial Differen-
tial Equations (PDE) [14, 15, 16, 17].

With respect to the AR technique, Chellappa et al. [6]
used a 2D non causal autoregressive (NCAR) model to
synthesize different natural texture samples sized 64 × 64
with several neighbour sets and parameters. In the work
of Deguchi [18], blocks with similar AR parameters were
merged iteratively. The work of Tugnait [7] investigated the
suitability of 2D NCAR models with asymmetric support for
completion of 128 × 128 textures. The AR model has also
been used in image and video reconstruction applications. In
the work of Szummer [8], the temporal textures were modeled
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Fig. 2. AR parameter definition. Basic example of implemen-
tation with a square training area.

by a spatio-temporal AR model used to synthesize video se-
quences, using large causal neighbourhoods containing over
1000 parameters.

In previous AR works, important modules are not taken
into account, e.g. an adequate quality assessment control,
an appropriate training decision procedure, tackling possible
texture completion failure. Therefore, our contribution is to
provide a complete AR-modelling framework that can be in-
tegrated in several texture completion applications. An adap-
tive training area is designed to contain relevant and station-
ary texture only. Then, a consistency criterion is used to de-
tect erroneous synthesis results. In case of errors the texture
synthesis is repeated using an additional regularization term
which prevents overfitting the AR model. A post processing
step based on Poisson cloning [19] finally enables the removal
of visible seams.

2. COMPLETION FRAMEWORK

The input image in figure 1 presents our basic use case with
a picture I , in which there is a missing region Ω. The texture
completion framework contains four basic steps: the defini-
tion of the training area, the estimation of AR coefficients,
the estimation of the innovation term and the completion of
the missing region Ω. We propose to automate and improve
the classical AR scheme by adding the optional steps shown
in dashed blocks in Fig. 1. They automate the scheme by self-
designing a stationary training area and validating the synthe-
sis by means of a consistency criterion. A post-processing
step is finally used to remove potential localised artefacts.

In the next section, the AR model computation and filling
process are described, before presenting the contributions.

3. IMPROVEMENTS TO AR COMPLETION

The AR technique considers textured images as a Markov
Random Field (MRF), a single pixel is conditioned upon a
spatial neighbourhood of samples. Technically, it fills region
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Fig. 3. Stationarity criterion on a training area adjacent to the
unknown area (Ω). (left) The training region is divided into
blocks of size bx × by and (right). Unstationary blocks are
discarded from the training area.

Ω one pixel at a time using a linear combination (AR parame-
ters) of its causal neighbours plus an additive innovation term.
The AR model can thus be expressed as

Î(x, y) =

ymax∑
j=ymin

xmax∑
j=xmin

αi,jI(x− i, y − j) + ε(x, y) (1)

with (i, j) 6= (0, 0). Î(x, y) represents the completed sam-
ple at location (x, y) in the current image I . (i, j) deter-
mine the known spatial neighbourhood values. ymin, ymax,
xmin and xmax are constants that characterize the model or-
der (cf. Fig. 2) and αi,j correspond to the prediction co-
efficients. In this work we utilize a causal AR neighbour-
hood model as depicted in Fig. 2 (AR-Model). The function
ε(x, y) is a white noise process with zero mean and variance
σ2. ε(x, y) ∼ N(0, σ2) and denotes the innovation signal
which drives the AR model. Due to the fact that the (addi-
tive) Gaussian noise provides a good noise approximation of
many real-world applications, ε(x, y) is typically represented
by white Gaussian noise.

The optimal AR coefficients can be estimated as the solu-
tion to the following least square problem:

αC×1 = arg min
α

‖yS×1 −XS×CαC×1‖2 (2)

whereα
(
α ∈ RC

)
is a vector containing the AR coefficients

(cf. Fig. 2). y (y ∈ RS) denotes the known samples I in the
sub-training area (training area subtracted from left and top
margin of size cx and cy) and X

(
X ∈ RS×C

)
represents the

neighbouring sample matrix for each of the samples in y. C
is the number of prediction coefficients and S = sxsy the
size of the sub-training area (the number of linear equations).
Hence, eq. 2 can be solved with the closed-form solution:

α = (XTα)−1(XTy). (3)

As the set of coefficients α minimizes the model error in a
least-square sense, samples that are unsuitable for completion
in the current training area are assigned smaller coefficients,
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(a) (b) (c) (d) (e)
Fig. 4. Pruning of the training area for (a) orange peel, (b)
peacock feather, (c) lettuce leaf, (d) sponge and (e) moss. Ex-
amples of (top to down) input with Ω = 40 × 40; the non-
stationary training area; the training area after applying the
new block-based clustering criterion; and the training area af-
ter applying k-means clustering.

i.e. the AR model adapts to local texture characteristics. In
case eq. 2 cannot be solved, due to non-invertible matrices
XTX, a pseudo inverse can be determined [20]. Once the
AR coefficients are estimated, the standard deviation σ2 of
the innovation term ε(x, y) is calculated using the completion
error normalized by the size of the sub-training area [8]:

σ2 =
||yS×1 −XS×CαC×1||2

S
. (4)

Depending on the completion scenario, the completed
texture in Ω may still feature noticeable perceptual distor-
tions, especially at the non-causal boundary borders. A
post-processing based on Poisson cloning [19], focussing on
these areas, is proposed to photometrically correct the seams.
The following paragraphs present the other contributions (cf.
dashed blocks in Fig. 1).

3.1. Optimization of the training area

The training area should contain valid information w.r.t the
region Ω’s unknown statistical properties. Fig. 3 (left dia-
gram) shows an example of training area containing possi-
ble causal regions in a coding framework. According to the
Markov Random Field theory, the texture must be stationary
which is at this point not ensured over the training area. In
this work, a new method to determine an optimized training
area is proposed. Assuming that the prior training area is large
enough (e.g. bigger than 3 × Ω), we propose to remove un-
reliable parts in a fast and efficient manner. The causal area
surrounding Ω is divided into blocks (bx × by) that are to be
clustered into a stationary sub-set. The mean (µ) and variance
(δ2) of each block is determined (Gaussianity assumption)

(a) (b) (c) (d)
Fig. 5. Influence of the regularization with a model order
C = 15 on corn husk. (a) input Ω = 40×40. Results (without
post-processing) with S = 841, C = 15 and (b) λ = 0.1, (c)
λ = 200 and (d) λ = 5e5.

and clustering is operated based on the similarity of both fea-
tures. For that, similarity thresholds tµ and tδ are introduced
for µ- and δ2-based comparisons respectively. As a result, a
set of segments are obtained. The largest region is chosen as
the validated training area (cf. Fig. 3 b). Fig. 4 depicts the
final training area (third line) compared with k-means cluster-
ing [21].

3.2. AR consistency criterion

The best AR settings may still be a bad compromise, since
texture surrounding Ω is finite. Moreover, the estimated AR
coefficients may overfit the training data. Such inadequate
AR parameters may lead to an erroneous propagation of the
existing texture. In this work, an AR consistency assessment
criterion is proposed to detect incorrect synthesis. It is as-
sumed that the properties of the final result and those of the
initialization area should be similar. If Imin and Imax are
respectively the lowest and the highest initialization sample
values, the completion is considered as unsuccessful if Î(x, y) < Imin − τ

or

Î(x, y) > Imax + τ

with (x, y) ∈ Ω, (5)

where τ is a threshold value, that allows a small deviation
from Imin and Imax. This is a quite simple criterion that
is motivated by the observation that AR distortions typically
lead to gross chromatic variations that extremely deviate from
the spatial context. In case of erroneous completion result, it
is advised to use a “regularization procedure” [22] to make
the system yield a different set of coefficients.

Regularization involves introducing additional parame-
ter(s) in order to solve an ill-posed problem. By minimizing
the augmented error function instead of the error on the im-
age data, complex models can be penalized. In detail, a new
parameter λ is defined that allows us to regularize the coef-
ficients α, so that the variance of α is decreased, preventing
overfitting. The new least square problem in eq. 2 can be
expressed as:

αC×1 = arg min
α

[
‖yS×1 −XS×CαC×1‖2 + λ‖αC×1‖2

]
.

(6)
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(a) (b) (c) (d) (e)
Fig. 6. Stationarity of the training area. Results (top to down);
the non-stationary training area; the training area after apply-
ing the new block-based clustering criterion; and the training
area after applying k-means clustering.

Methods Average Loss
time (s) factor

AR 0.199 1.0
AR with post-processing 0.303 1.5
Priority-based [10] 38.642 194.2
FSE [23] 3.517 17.7

Table 1. Average run-time performances of different frame-
works over the whole dataset.

Hence, eq. 6 can be estimated with the closed-form solution:

α = (XTX + λU)−1(XTy). (7)

where U ∈ RC×C represents the unit matrix. Fig. 5 de-
picts the results obtained by applying the regularization crite-
rion. Therefore, the completion can be improved by varying
the regularization parameter λ, which has to be optimized to
avoid overfitting (cf. Fig. 5 b) and underfitting (cf. Fig. 5 d).

The next section presents subjective results of these con-
tributions and a comparison with state-of-the-art algorithms.

4. RESULTS

For experiments, the data set has been chosen from the
Columbia Utrecht Reflectance and Texture Database (CUReT)
[24] to cover a broad spectrum of texture characteristics. It
contains the 20 images: rough plastic, plaster, rough paper,
artificial grass, cork, sponge, lettuce leaf, loofa, limestone,
ribbed paper, straw, corduroy, stones, corn husk, white bread,
soleirolia, orange peel, peacock feather, tree bark and moss.

All tests were performed using the constellation shown in
Fig. 3 with Ω = 40 × 40, a sub-training size of S ≈ 800 be-
fore block discarding. C = 15 and τ = 30 were experimen-
tally chosen, providing a good compromise between quality
and computational complexity. λ ≈ 100 gives good results

(a)

(b)

(c)

(d)

Fig. 7. Subjective results for (from left to right) rough plas-
tic, sponge, ribbed paper, lettuce leaf, straw. (a) Input with
Ω = 40 × 40. Completed results with the (b) priority-based
[10], (c) FSE [23] algorithms. (d) Results of the AR texture
completion with C = 15 and S = 841 and post-processing.

for our test set (Fig. 5). Fig. 6 shows the quality improve-
ment resulting from new stationary training areas. The results
are computed from the training areas depicted in Fig. 4.

The proposed framework is subjectively compared in Fig.
7 to the priority-based [10] and the Frequency Selective Ex-
trapolation (FSE) [23] methods. The first is executed with a
patch size of 9 × 9 samples, as recommended in [10]. For
the parametrical FSE approach, the settings proposed in [23]
were used. The results achieved by the FSE are significantly
blurrier as the proposed AR framework, but the priority-based
method [10] often provides better visual results.

However, the AR method requires low computational ef-
fort. In particular, it is approximately 194 and 18 times faster
than the priority-based [10] and FSE [23] approaches. The
averaged run times in Table 4 are estimated over all test im-
ages. Gains are calculated in relation to the performance time
of the AR approach without post-processing. Using the post-
processing module adds only a small complexity overhead,
compared to the competing completion methods.

5. CONCLUSION

This paper proposed an improved 2D AR framework for tex-
ture completion. The training area is optimized to contain a
stationary texture only. In case of detected errors, an AR con-
sistency criterion enables the scheme to regularize the set of
parameters. Finally, Poisson cloning is used to remove the
remaining artefacts. Presented results legitimate the use of
these new tools for texture completion in case a fast approach
is required. In future work, we will address the extension of
this completion approach to the 2D+t domain.
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