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ABSTRACT

Motivated by the problem of distributed signal processing in sen-
sor networks, the paper considers the general problem of state esti-
mation in geographically dispersed systems with nonlinear dynam-
ics operating in an uncertain environment with communication con-
straints. Distributed particle lter implementations used as nonlinear
state estimators introduce an additional consensus step, which must
converge to achieve consistent values for local estimators�’ statistics
in between two consecutive lter iterations. The number of con-
sensus iterations per consensus run is high such that the consensus
step may not converge in between two lter iterations especially in
networks with intermittent connectivity. To reduce the consensus
liability, we propose a consensus plus innovation based distributed
implementation of the unscented particle lter (CI/DUPF), which
extends the linear consensus and innovation framework to nonlinear
distributed estimation. The CI/DUPF does not require the consen-
sus step to converge and is suited for environments with intermittent
connectivity. In our Monte Carlo simulations, the performance of
the CI/DUPF follows that of its centralized counterpart even with a
limited number of consensus iterations per consensus run.

Index Terms— Consensus protocols, Wireless sensor networks,
Distributed estimation, Intermittent connectivity, and Particle lters.

1. INTRODUCTION

Widespread deployment of sensor agents has revolutionized our abil-
ity to monitor physical environments. Not only do these sensors
observe an environment independently, they process measured data
locally, and collaborate, thereby, providing a suitable framework for
distributed estimation in nonlinear applications as diverse as source
localization in robotics [1, 2], submarine tracking in sonars [3], and
surveillance in radars [4]. For the sensor networks to reach their full
potential, they must however be capable of operating in hostile con-
ditions. Our goal in this paper is to propose a distributed particle l-
ter implementation [5]-[23] for such unstructured environments with
communication constraints and connectivity issues.

In recent years, there has been a surge of interest in consensus-
based distributed particle lter implementations [5]-[20] for state es-
timation and tracking problems in systems with nonlinear dynam-
ics. Based on the type of information exchanged between the sensor
nodes, these implementations can broadly be classied into two cate-
gories. Category 1 [7]-[12] communicates predened statistics of the
local posteriors (e.g., the state estimates and/or their corresponding
error covariances) between the neighboring nodes. Sharing such lo-
cal posterior�’s statistics is resilient to packet losses especially in error
prone or congested networks since any lost information in principle
should be contained in the following posteriors and, therefore, can

be recovered. Category 2 [13]-[20] instead communicates a prede-
ned function of the local observations to reach a consensus on the
global likelihood. Irrespective of which category an implementa-
tion belongs to, current state-of-the-art distributed implementations
of the particle lter [7]-[20] require several consensus runs, each re-
quiring a large number of iterations to achieve consistent values for
local estimators�’ statistics through information exchanges between
neighboring nodes. The performance of these distributed imple-
mentations degrades severely in environments with communication
constraints, i.e., when only a limited number of consensus iterations
is possible due to intermittent connectivity or other communication
constraints. Consequently, the consensus step does not converge be-
tween two consecutive lter iterations. To date, distributed estima-
tion with communication constraints [24]-[26] is limited to linear
systems based on the Kalman lter and has not yet been extended
to nonlinear systems. The paper addresses this gap and proposes the
consensus plus innovation based distributed implementation of the
unscented particle lter (CI/DUPF) to deal with such connectivity
issues. Being a marriage between Categories 1 and 2, the CI/DUPF
benets from advantages of both categories and keeps the estimation
error bounded even without the convergence of the consensus step.

Designed as a consensus plus innovation distributed nonlin-
ear estimator, the CI/DUPF is the nonlinear (particle lter based)
counterpart of the linear consensus and innovation lter [25]. The
CI/DUPF is ideally suited for applications where the global like-
lihood function satises the sufcient statistics based factorization
as is the case for bearing-only [15, 27], joint bearing/range [28]
tracking problems and in scenarios where the local likelihood func-
tions belong to the exponential family [14]. In our Monte Carlo
simulations, the performance of the CI/DUPF follows that of the
centralized lter even with a limited number of consensus iterations.

2. PROBLEM FORMULATION AND PARTICLE FILTER

The overall nonlinear state-space model is given by

State Model: x(k)=f(x(k − 1)) + ξ(k), (1)

Observation Model:




z(1)(k)

...
z(N)(k)





︸ ︷︷ ︸
z(k)

=




g(1)(x(k))

...
g(N)(x(k))





︸ ︷︷ ︸
g(x(k))

+




ζ(1)(k)

...
ζ(N)(k)



,

︸ ︷︷ ︸
ζ(k)

(2)

for a sensor network comprising N nodes and observing a set of nx
states x = [X1, X2, . . . , Xnx ]

T . T denotes transposition. The ob-
servation vector is z = [z(1)T , . . . ,z(N)T ]T with z(l)(k) denoting
the observation at node l, (1 ≤ l ≤ N ), at time instant k. Functions
{f(·), g(·)} are nonlinear. {ξ(·), ζ(·)} are the global non-Gaussian
uncertainties in the process and observation models respectively.
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The optimal Bayesian ltering recursion for iteration k is given by

P (x(k)|z(1 :k−1)) = (3)
∫

P (x(k−1)|z(1 :k−1))f(x(k)|x(k−1))dx(k−1)

and P (x(k)|z(1 :k)) =
P (z(k)|x(k))P (x(k)|z(1 :k−1))

P (z(k)|z(1 :k−1))
. (4)

The particle lter is based on the principle of sequential importance
sampling [29]-[31], where the ltering distribution P (x(k)|z(1 : k))
is represented by its samples (particles) Xi(k),(1 ≤ i ≤ Ns), de-
rived from a proposal distribution q(x(0:k)|z(1:k)) with weights

Wi(k) =
P (Xi(k)|z(1 : k))

q(Xi(0 : k)|z(1 : k))
(5)

associated with the vector particles. The particle lter implements
the lter recursions by propagating the particle set {Xi(k),Wi(k)} as

Xi(k) ∼ q(Xi(k)|Xi(0 :k−1), z(1 :k)) (6)

Wi(k) ∝ Wi(k − 1)
P (z(k)|Xi(k))P (Xi(k)|Xi(k−1))

q(Xi(k)|Xi(0 :k−1), z(1 :k))
. (7)

3. CONSENSUS PLUS INNOVATION BASED DUPF

Designed as a consensus plus innovation distributed nonlinear es-
timator, the CI/DUPF is the particle lter counterpart of the linear
consensus plus innovation lter [25]. The estimation error associ-
ated with the CI/DUPF remains bounded even when the number Nc

of consensus iterations between two consecutive observations is less
than the number Nc(U) of iterations required for the convergence
of the consensus step, i.e., Nc < Nc(U).

3.1. Linear Consensus and Innovation Estimation

To provide insight into its extension to nonlinear estimation, we re-
view the linear consensus plus innovation distributed lter [26] for a
linear system with state model x(k) = Fx(k−1) + ξ(k) and ob-
servation model z(l)(k) = G(l)x(k) + ζ(l)(k) at node l. The state
estimate in the linear consensus plus innovation lter is updated as

x̂(l)(k + 1) = F
∑

i∈ℵ(l)Ulix̂
(i)(k)

︸ ︷︷ ︸
Consensus update

(8)

+B(l) ∑
i∈ℵ(l) [G

(i)]T
(
z(i)(k + 1)−G(i)x̂(l)(k)

)
,

︸ ︷︷ ︸
Innovation correction

where ℵ(l) is the set of neighboring nodes for node l, B(l) the local
innovation gain, and U = {Uli} the consensus matrix. The con-
sensus update step in (8) is equivalent to the local prediction step,
where each node fuses its local predicted state estimate Fx̂(l)(k)
with those of its neighbors (Fx̂(i)(k), i ∈ ℵ(l)) using multiple con-
sensus runs. The innovation correction step in (8) is based on ob-
servations made at the nodes connected to node l. In (8), node l
collects the observations of its neighbors and computes their innova-
tion based on its local state estimate. Please refer to [26] for details.

3.2. The CI/DUPF Implementation

The CI/DUPF extends (8) to nonlinear systems and derives a consen-
sus plus innovation based distributed particle lter capable of han-
dling communication constraints using the following two steps.

Consensus update: As stated previously, the consensus update step
in Eq. (8) is actually the local prediction step where each node fuses
its local predicted state estimate with those of its neighboring nodes.
Recall that the prediction step in the particle lter generates new
particles from the proposal distribution. In order to run the consen-
sus update in the CI/DUPF, node l forms the proposal distribution
based on its local state estimate and those of its neighboring nodes.
There is a complication in deriving the proposal distribution for the
consensus plus innovation based CI/DUPF implementation, i.e., the
proposal distribution needs to be as close as possible to the poste-
rior distribution. In the CI/DUPF, after completion of iteration k,
node l runs a local consensus iteration on the local state estimates
in its neighborhood and computes

∑
i∈ℵ(l) x̂(i)(k). Then, node l

computes a local statistic of the posterior at iteration k+1 based on∑
i∈ℵ(l) x̂(i)(k) and its local observation z(l)(k+1). Another local

consensus run fuses these local statistics which are then used as the
statistics of the local proposal distribution.
Observation update: In the context of the CI/DUPF, the analogy of
the innovation update is the weight update step. In order to run the
innovation update, each node needs to form a weight update equation
based on the local observations available in its neighborhood. In the
CI/DUPF, this step is accomplished by rst computing the local suf-
cient statistics (LSS) and then forming the global sufcient statis-
tics (GSS) within the local neighborhoods. In other words, node l
forms a local likelihood function based on the GSSs computed only
within its immediate neighborhood.

Having described the principle, we present the CI/DUPF in more
details below. The CI/DUPF is assumed to be in steady state at iter-
ation k. The state estimates and the weights are computed coopera-
tively. Conditioned on the state variables, the observations made at
different nodes are assumed to be independent (a common assump-
tion in distributed particle lter implementations [6]). All nodes have
updated the state estimates (x̂(l)(k) and P̂ (l)(k)) at time instant k.
A new measurement z(l)(k + 1) is available, which is used to per-
form the following consensus plus innovation steps at node l.

3.2.1. Consensus Update

The consensus update consists of the following three substeps.
Step 1. Local UPF: Node l generates a set of (2nx+1) deterministic
samples S = {W(l)

i ,χ(l)
i (k)}2nx

i=0 (referred to as the sigma points)
based on the following selection procedure

χ(l)
i (k) = x̂(l)(k)±

{√
(nx+κ)P̂ (l)(k)

}
i
, (9)

where the last term corresponds to column i of the square root of
the enclosed matrix. The initial condition is given by χ(l)

0 (k) =
x̂(l)(k). The corresponding weights for the Sigma points {Wi}2nx

i=1

are given by W(l)
0 = κ/(nx + κ) and W(l)

i = 1/(2(nx + κ)),
where κ is a scaling parameter. The sigma points are propagated
through the state model (Eq. (1)) to generate the predicted sigma
points χ(l)

i (k + 1|k) = f(χ(l)
i (k)), which are then propagated

through the local observation model to generate the predicted ob-
servation sigma points Z(l)

i (k+1|k) = g(l)(χ(l)
i (k+1|k)). Based

on the predicted sigma points, node l computes an estimate of its
local posterior as [9]

x(l)
UKF(k+1)=x(l)

UKF(k+1|k)+K(l)(k)
(
z(l)(k+1)−z(l)

UKF(k+1|k)
)
(10)

P (l)
UKF(k+1)=P (l)

UKF(k+1|k)−K(l)(k)P (l)
zz (k+1|k)K(l)T(k) (11)

where the Kalman gain is K(l)(k)=P (l)
xz (k+1|k)P (l)

zz (k+1|k)−1.
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Step 2. Consensus Step: Based on the Chong-Mori-Chang track-
fusion [32], the local statistics ({x(l)

UKF(k+1),P
(l)
UKF(k+1)}

N
l=1) com-

puted in Step 1 are fused cooperatively to compute the statistics of
the local proposal distribution (assumed Gaussian) as follows

P̂ (l,Global)−1

UKF (k+1) =
N∑

j=1

[P (j)
UKF(k+1)

]−1−
[
P (j)

UKF(k+1|k)
]−1

+
[
P (l)

UKF(k+1|k)
]−1 (12)

x̂(l.Global)
UKF (k + 1) = (13)

[
P (l,Global)

UKF (k+1)
]−1

[[
P (l)

UKF(k + 1|k)
]−1

x(l)
UKF(k + 1|k)

+
N∑

j=1

[
P (j)

UKF(k+1)
]−1

x(j)
UKF(k+1)−

[
P (j)

UKF(k+1|k)
]−1

x(j)
UKF(k+1|k)

]
,

where the summation terms are obtained by iterating the following
average consensus [21]-[23] equations

x(l)
c (t+ 1) = x(l)

c (t) + ε
∑

j∈ℵ(l)(x
(j)
c (t)− x(l)

c (t)) (14)

P (l)
c (t+ 1) = P (l)

c (t) + ε
∑

j∈ℵ(l)(P
(j)
c (t)−P (l)

c (t)), (15)

with ε ∈ (0, 1/∆G) [21] and t denotes the consensus iteration index.
The initial conditions for the consensus runs are

P (l)
c (t = 0) = [P (j)

UKF(k + 1)]−1 − [P (j)
UKF(k + 1|k)]−1 (16)

x(l)
c (t = 0) = [P (j)

UKF(k + 1)]−1x(j)
UKF(k + 1)

− [P (j)
UKF(k + 1|k)]−1x(j)

UKF(k + 1|k). (17)

The consensus converges asymptotically [21] with {P(l)
c (t),x(l)

c (t)}
converging to N times the respective summation terms in Eqs. (12)
and (13), respectively. In networks with intermittent connectivity,
the number of consensus iterations t is limited and convergence
of the consensus step is not guaranteed. Designed as a consensus
plus innovation distributed estimator, the CI/DUPF does not require
the consensus step to converge and even with a limited number of
consensus iterations, the CI/DUPF performs reasonably well as is il-
lustrated in the Monte Carlo simulations. However, when consensus
is allowed to converge, the CI/DUPF improves on its performance
and overlaps with the centralized particle lter [15].

Step 3. Generating the Particles: Given the proposal distribution
X̃(l)

i (k+1) ∼ N
(
x̂(l,Global)

UKF (k+1), P̂ (l,Global)
UKF (k+1)

)
, node l, gen-

erates N (l)
p random particles X̃(l)

i (k + 1), which completes the con-
sensus update of the CI/DUPF.

3.2.2. Innovation Update

The innovation update step computes the weights W(l)
i (k+1) corre-

sponding to the local particles X̃(l)
i (k+1) generated in the consensus

update step. The global weight update equation

W (l)
i (k +1)∝

P
(
z(k+1)|X̃(l)

i (k+1)
)
P
(
X̃(l)

i (k+1)|X(l)
i (k)

)

N
(
x(l,Global)

UKF (k + 1),P (l,Global)
UKF (k + 1)

) ,

(18)
requires pointwise evaluation of the global likelihood function
P
(
z(k+1)|X̃(l)

i (k+1)) for each local particle X̃(l)
i (k+1). Since

the global observation vector z(k+1) is not available locally, an
alternative weight update approach is required. Two separate cases
are considered for the innovation update step.

Case 1 – Single Consensus Iteration: Each node can communicate
only once with its neighboring nodes between two consecutive iter-
ations of the CI/DUPF. In other words, only one consensus iteration
is allowed, t ≤ 1. As in Eq. (8) for linear systems [26], node l col-
lects the observations of its neighboring nodes (i.e., z(j)(k+1), for
j ∈ ℵ(l)) and updates its local weights as

W (l)
i (k+1)∝

P
(
z(j∈ℵ(l))(k+1)|X̃(l)

i (k+1)
)
P
(
X̃(l)

i (k+1)|X(l)
i (k)

)

N
(
x(l,Global)

UKF (k + 1),P (l,Global)
UKF (k + 1)

) .

(19)
In this case, node l needs to evaluate the likelihood function of its
neighboring nodes and therefore requires prior knowledge of the ob-
servation model g(j)(·), j ∈ ℵ(l), of its neighboring nodes.
Case 2 – Multiple Consensus Iterations: Each node can commu-
nicate with its neighbors more than once between two consecutive
iterations of the CI/DUPF. Still, a limited number of consensus it-
erations t are allowed. In the Monte Carlo simulations, we consider
t = 2 and t = 3. The global likelihood function required to compute
Eq. (18) is factorized as

P
(
z(k)|x(k)

)
! T1(z(k))T2

(
S(z(k)),x(k)

)
, (20)

such that it can be evaluated distributively using average consensus.
Since Term T1(z(k)) in (20) is independent of the state x(k), it is
considered as the normalization constant. Term T2(S(z(k)),x(k))
depends on state x(k) and the global sufcient statistics (GSS)
S(z(k)) =

∑N
l=1 Y

(l)(k) with Y(l)(k) denoting the local sufcient
statistics (LSS). The innovation update in the CI/DUPF is, therefore,
a two step procedure.

(i) The LSSs are rst computed locally. The means of the LSSs
at the local nodes are then computed by running average con-
sensus algorithms and used to derive the corresponding GSSs.

(ii) Given the GSSs S(z(k)), Eq. (20) is used to compute
P
(
z(k+1)|X̃(l)

i (k+1)
)

for each particle X̃(l)
i (k+1). Each

node then updates the weights of the localized particle lters
based on the updated GSSs using (19).

Ideally, the consensus runs computing the GSSs from LSSs should
be allowed to converge. In networks with intermittent connectivity,
we limit the GSS consensus iterations per consensus run implying
that the likelihood function at each node is based on its own obser-
vation and those from neighboring nodes within a t hops radius. In-
tuitively, this is a reasonable assumption in geographically dispersed
networks with localized state models and sparse observations. Fi-
nally, we note that the CI/DUPF is restricted to applications where
the global likelihood function is factorizable and can be expressed in
the form (20). Several tracking applications, e.g., bearing only track-
ing (BOT) and joint range/bearing tracking satisfy factorization (20).
See [14, 15] where the former reference with exponential likelihood
approximates the observation model to satisfy (20).
Example: To provide insight into the nature of the LSSs and GSSs,
consider the over-simplied sensor network included for illustration
with identical sensors and observations corrupted by Gaussian noise

Z(l)(k) = g(x(k)) + ζ(l)(k), (21)

for (1 ≤ l ≤ N ), where ζ(l)(k) ∼ N (0,σ(l)2(k)). Expressing the
global likelihood as

P (z(k)|x(k)) ∝ exp
{
−

N∑

l=1

Z(l)2(k)

2σ(l)2(k)
− (22)

g2(x(k))
N∑

l=1

1

2σ(l)2(k)
+ g(x(k))

N∑

l=1

Z(l)(k)

σ(l)2(k)

}
,
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Fig. 1. (a) Sensor placement along with target�’s trajectory. (b) Compari-
son between the centralized particle lter, DPF [15], CI/DUPF, distributed
UKF [12], and Gu et al. [10] along with the PCRLB [5].

node l has three LSSs leading to the following GSSs

G1(k) =
∑N

l=1

Z(l)2(k)

2σ(l)2(k)
︸ ︷︷ ︸

Y(l)
1 (k)

, G2(k) =
∑N

l=1

1

2σ(l)2(k)
︸ ︷︷ ︸

Y(l)
2 (k)

and G3(k) =
∑N

l=1

Z(l)(k)

2σ(l)2(k)
︸ ︷︷ ︸

Y(l)
3 (k)

.

The GSSs are computed by running three average consensus runs on
the corresponding LSSs across the network from which the global
likelihood is computed. Derivation of LSSs and GSSs for more com-
plex tracking applications, e.g. BOT, are covered in [14, 15].

4. EXPERIMENTAL RESULTS

In this section, several distributed BOT problems [15, 27] are sim-
ulated to quantify the performance of the proposed CI/DUPF. The
global likelihood in the BOT problem consists of six GSSs which are
computed from the summation of their corresponding LSSs. Please
refer to [15] for details. We consider an agent network comprising
of N nodes distributed randomly in a (15 × 15)m2 region. Each
node only communicates directly with its neighboring nodes within
a connectivity radius of

√
2 log(N)/N meters. In addition, the net-

work is assumed to be connected with each node linked to at least
one other node in the network. The target�’s motion model f(x(k))
is considered to be a nonlinear clockwise coordinated turn kinematic
motion model [27]. In each run, the target starts its track from coor-
dinates {10, 10}, with the initial course set at −110◦ with the stan-
dard deviation σξ(k) = 1.6 × 10−2 meter for the process noise.
Both process and observation noises are assumed to be normally dis-
tributed. Furthermore, the observation noise is assumed to be state
dependent such that the bearing noise variance σ2

ζ(l)
(k) at node l de-

pends on the distance D(l)(x(k)) between the observer and target,
i.e., σ2

ζ(l)
(k) = Bm[D(l)(x(k))]2 + 0.11D(l)(x(k)). Initializa-

tion performed at each node follows [27] with local lters initialized
with observation noise variances σθ = 2.5◦ . In all implementations,
Ns = 1000 particles are used. The performance metric used is the
root mean square position error (RMSE) [27] given by

RMSE(k)=

√√√√ 1
nMC

1
N

nMC∑

j=1

N∑

l=1

(
Xj(k)−X̂(l)

j (k)
)2
+
(
Yj(k)−Ŷ (l)

j (k)
)2

0 5 10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

RM
S 

Po
sit

io
n 

Er
ro

r

Time

 

 
Centralized Particle Filter
The CI/DUPF with 2 Consensus Runs
The CI/DUPF with 3 Consensus Runs
The CI/DUPF with Infinite Consensus Runs

(a)

10 15 20 25 30 35 40
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

RM
S 

Po
sit

io
n 

Er
ro

r

Network size (N)

 

 
Centralized PF
The CI/DUPF
The CI/DUPF with 3 Consensus Run
The CI/DUPF with 2 Consensus Run

(b)

Fig. 2. (a) Comparison between the CI/DUPF and centralized particle lter
for a reduced number of consensus iterations. (b) RMS error at iteration
k = 20 as a function of the network size for consensus iterations t = 1, 2, 3.

where nMC is the number of Monte Carlo simulations.
Scenario 1: The consensus step is allowed to converge between two
iterations of the localized lters. Scenario 1 compares the perfor-
mance of the CI/DUPF with: (i) Centralized approach; (ii) DPF im-
plementation from [15], referred to as the CSS/DPF; (iii) Distributed
unscented Kalman lter [12], and; (iv) Distributed particle lter pro-
posed in [10], referred to as Gu et al. Fig. 1(a) shows one realiza-
tion of the sensor placement along with the target trajectory. Due to
the state-dependent noise variance, the signal to noise ratio (SNR) is
time-varying and differs from one node to the other depending on the
location of the target. The SNRs at different nodes varies from 16dB
to 29dB. In Fig. 1(b) the RMS error corresponding to the CI/DUPF
is compared to schemes (i) to (iv), and with the Posterior Cramer
Rao lower bound (PCRLB) [5]. It is observed that the performance
of the CI/DUPF is fairly close to that of the centralized particle lter
and approaching the PCRLB.
Scenario 2: The performance of the proposed CI/DUPF using a lim-
ited number {2, 3} of consensus iterations is compared with that
of the centralized particle lter. The consensus runs are stopped
abruptly after a xed number of iterations without allowing them to
converge. The three remaining distributed implementations diverge
if the consensus algorithm is not allowed to converge and are not
plotted here since their RMS errors go out of scale. The results are
plotted in Fig. 2(a). The CI/DUPF follows the centralized particle
lter in all cases. The RMS errors of the CI/DUPF remains bounded
and approaches that of the centralized lter as t increases.
Scenario 3: evaluates the performance of the CI/DUPF as a func-
tion of number of active nodes in the network. Several networks
with a different number N = {10, 20, 30, 40, 50} of sensor nodes
are simulated. The centralized particle lter, the CI/DUPF with two
and three iterations per consensus run are compared in Fig. 2(b). In
the simulated networks, it is observed that the CI/DUPF follows the
centralized particle lter with a limited number of iterations per con-
sensus run for all networks.

5. SUMMARY

A consensus plus innovation based distributed particle lter CI/DUPF
is proposed that extends the linear consensus plus innovation frame-
work to nonlinear estimators. The CI/DUPF does not require the
consensus step to converge making it suitable for environments with
intermittent network connectivity. In our Monte Carlo simulations,
the RMS error of the CI/DUPF remains bounded and approaches
that of the centralized particle lter as the number of consensus
iterations are increased. The role that the sparsity of the network
plays in the CI/DUPF performance is being pursued as future work.
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