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ABSTRACT

This paper presents a neighborhood graph index approach for query-

by-example search using dynamic time warping (DTW) on Gaus-

sian mixture model (GMM) posteriorgram sequences. The approach

is intended to achieve a significant speed-up of a spoken term de-

tection (STD) task for resource-limited situations. The proposed

method employs a degree-reduced k-nearest neighbor (k-DR) graph

as an index. A set of k-DR graphs is pre-constructed off-line from

a large number of GMM posteriorgram sequences. Given a query

posteriorgram sequence, one k-DR graph is selected from the set as

the index. By applying a newly introduced combination of greedy-

search (GS) and breadth-first search (BFS) algorithms to the selected

k-DR graph index, the proposed method efficiently achieves query-

by-example STD. Experimental results on the MIT lecture corpus

demonstrate that the proposed method works much faster than a

state-of-art method by more than one order magnitude, keeping al-

most the same precision.

Index Terms— Neighborhood graph index, Spoken term detec-

tion, Query-by-example search, Dynamic time warping, Gaussian

mixture model posteriorgram

1. INTRODUCTION

The volume of speech and audio data stored in repositories for pub-

lic, commercial, and private uses has been growing continuously.

Quickly finding required contents in the data has become an in-

dispensable technologies [1, 2]. Spoken term detection (STD) is a

key technology for performing the task [1, 3]. A common approach

to STD is to employ an automatic speech recognition (ASR) sys-

tem [4, 5] that has provided accurate recognition results for well-

resourced tasks [6]. In contrast, in low-resource situations where

limited speech data sets and transcriptions are available, it is diffi-

cult to build ASR systems.

To address this problem, query-by-example approaches have

been reported recently [7, 8, 9]. Of these, the phonetic posteri-

orgram approach in [7] finds utterances containing posteriorgram

sequences similar to a given query posteriorgram sequence using

dynamic time warping (DTW). Without any transcription informa-

tion, the Gaussian mixture model (GMM) posteriorgram approach

in [8, 9] performs STD using DTW. These approaches perform sim-

ilarity search for a query spoken term in speech data, where both

query and data are represented by posteriorgram sequences.

Similarity search methods have been widely used for a variety

of applications. Each utilizes an index built from a given data set

off-line [10, 11]. The methods require some computational costs

for building the index before search. However, once the index is

built, the method can perform fast search owing to the index. The

methods are very useful when a lot of similarity search tasks for

distinct queries are performed in the same data set. Among them, a
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Fig. 1. Graph-index based query-by-example search system.

neighborhood graph index based method has high versatility in terms

of the types of applicable data sets, that is, it is applicable to not only

metric spaces but also general spaces with any dissimilarity [12, 13].

In this paper, we apply the Graph-based Similarity Search (GSS)

method to query-by-example STD using DTW on GMM posterior-

grams for the first time. Since the existing GSS methods cannot be

directly used for this application (Section 4), we newly introduce two

techniques to a GSS method. One is to prepare several graph indices

with distinct segment lengths off-line and select an appropriate one

on-line (Section 4.1). The other is to perform graph search with a

combination of a greedy search (GS) algorithm and a breadth-first

search (BFS) algorithm (Sections 4.2 and 4.3). A proposed query-

by-example STD system based on a neighborhood graph index is

shown in Fig. 1, which finds the |T |-best utterances (T denotes a

set of resultant utterances) from a data set when a query segment

(spoken term) is given. We demonstrate in experimental results on

the MIT lecture corpus [14] that the proposed method achieves more

than 10 times faster operation than a state-of-art method in [9], main-

taining the same precision (Section 5).

2. RELATEDWORK

We review two research topics: query-by-example STD with DTW

on GMM posteriorgrams and similarity search with a graph index.

2.1. STD with DTW on GMM Posteriorgrams

Query-by-example STD systems described in [8, 9] are addressed

here. The method in the STD system in [9], which we call LB, per-

forms efficient search in a data set of GMM posteriorgrams; this is

achieved by reducing the number of DTW-score calculations based

on the lower bound on a DTW score evaluated on-line [9]. Here-

inafter, a GMM posteriorgram is simply called a posteriorgram, and

a sequence of posteriorgram corresponding to an utterance and its

short subsequence are called a posteriorgram sequence and a poste-

riorgram segment, respectively.

LB finds a set T of the |T |-best utterances that contains pos-

teriorgram segments x = (f1, · · · , fa) in a data set similar to a

given query posteriorgram segment q = (fq
1
, · · · , fq

b ), where fj
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(j =1, 2, · · · , a) and fq
h (h=1, 2, · · · , b) denote posteriorgrams [9].

LB first estimates the lower bound on a DTW score with a linear scan

in a data set in a similar manner to that described in [15]. The DTW

score is calculated within a warping path restricted by the Sakoe-

Chiba band [16], whose width is denoted by R. Each local distance

in the warping path is defined as d(fq

h , fj) =− log(fq

h · fj) [7]. A

posteriorgram segment in the data set is determined by the shift of

a starting frame by one frame from the previous posteriorgram seg-

ment. Next, LB evaluates an exact DTW score of the posteriorgram

segment whose lower bound is smaller than the current exact DTW

score of the posteriorgram segment in the |T |th utterance (the |T |th-

rank score). LB terminates when no posteriorgram segment exists

whose lower bound is smaller than the |T |th-rank score.

The precision of the |T |-best utterances can be improved by

the score fusion method in [7, 8] that uses multiple queries Q =
{q1, · · · , qm}, where each is an identical keyword but a distinct spo-

ken instance (posteriorgram segment). The score fusion method uni-

fies the normalized DTW scores D(qi, x) between qi (i=1, · · · , m)
and x by the number of frames (segment length) in qi, and provides

the fusion score D̄(Q,x) as follows.

D̄(Q,x) = −(1/α) log
`

(1/m)
Pm

i=1
exp (−αD(qi, x))

´

, (1)

where α denotes a non-negative parameter.

2.2. Similarity Search with a Graph Index

A graph is a general form that represents a relationship between a

pair of objects corresponding to vertices with an edge. A neighbor-

hood graph has been utilized as an index for similarity search, com-

bined with several graph search algorithms. A directed k-nearest

neighbor (k-NN) graph is one such neighborhood graph, where ver-

tex x is connected with a directed edge to vertex y of which dissimi-

larity from x is within the kth smallest among those from x to other

vertices [17, 18, 19, 20]. In contrast, an undirected k-NN graph uses

an undirected edge instead of a directed edge in the directed k-NN

graph [13, 21, 12, 22]. In this paper, an undirected k-NN graph is

focused on and referred to as a k-NN graph for simplicity.

A k-NN graph constructed from a data set based on a dissimilar-

ity has useful properties for efficient search [12] that are similar to

those observed in small-world networks [23, 24]: homophily, i.e., a

tendency of like to associate with like [25] and a very small average

shortest path length. These properties enable a search algorithm to

reach a target vertex closest to a given query vertex from an initial

vertex with a few steps. To further improve the search efficiency, a

degree-reduced k-NN graph called a k-DR graph has been reported

[12, 13], which is a subgraph of the corresponding k-NN graph, as

described in Section 4.1. A similarity search method using the k-

DR graph is suitable for performing fast search in a large-scale data

set [12], and also can be applied to a wide variety of objects: docu-

ments [12], images [22], and GMMs estimated from speech signals

[13]. Furthermore, it provides an approximate solution for the near-

est neighbor to a given query object [22].

3. PRELIMINARIES

This section formulates a problem and introduces a naı̈ve method

(linear scan with caching) to create a baseline for search perfor-

mance. Besides, Eq. (1) is modified so as to adapt to the problem.

3.1. Problem Formulation

Given a set X of posteriorgram sequences produced from utterance

set U , multiple query posteriorgram segments qi (i=1, · · · , m) for

an identical query keyword, the definition of normalized DTW score

D(qi, x) between qi and x (x is a posteriorgram segment contained

in a sequence in X), and the number |T | of utterances required as
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Fig. 2. Local calculations in warping path.

a resultant utterance set Tqi
(|Tqi

| = |T | ≪ |U |), efficiently find

the |T |-best utterances based on a fusion score of the multiple query

posteriorgram segments. Then a window of a posteriorgram segment

in the data set is shifted one frame by one frame and a DTW score

is calculated in a warping path restricted by the Sakoe-Chiba band;

this setting is identical to that in [9]. The foregoing condition of

|T | ≪ |U | is quite natural in practical use. For instance, as in the

case of listing the 100-best utterances from given 3,000 utterances

(|T |=100 and |U |=3, 000).

3.2. Linear Scan with Caching (LSC)

A naı̈ve method to solve the problem is to perform a linear scan of

the posteriorgram sequences in the data set. Figure 2(a) shows an ex-

ample of its operation with the query segment length of five and band

width R=2. Since a window of a posteriorgram segment is shifted

one frame by one frame, the difference between a current warping

path and the preceding one is only the diagonal path (denoted by

the circles in Fig. 2(a)); the remainder (denoted by the gray area) is

overlapped. The method, which we call a linear scan with caching

(LSC), stores the local distances in the overlapped warping path. The

number of local-distance calculations in LSC is significantly reduced

because only the local distances in the diagonal path are newly cal-

culated. Note that the number of the newly calculated local distances

is equal to the number of the lower-bound calculations of LB shown

in Fig. 2(b) in this setting. LSC performing a fast linear scan without

the lower-bound calculations is adopted as a method providing the

baseline for search performance.

3.3. Score Fusion Method

Equation (1) holds under the condition that a resultant utterance set

for each query qi is the same, e.g., Tqi
= U . That is, Tqi

= Tqj

(qi 6=qj) and permutations of the sets in terms of the rank order may

be different from each other. Since our problem has the restriction of

|Tqi
|= |T |≪ |U |, we need to modify Eq. (1) so that a fusion score

can be calculated even when each resultant set contains different ut-

terances (Tqi
6= Tqj

). Assume that utterance u is contained in the

resultant set Tqi
for qi but not in Tqj

for qj (qj 6= qi). Although an

exact normalized DTW score of u to qj is unknown, it is clear that

the score is at least larger than the |T |th-rank score in Tqj
. Therefore

we can set the |T |th-rank score in Tqj
for the score of u whose rank

order is out of top |T | for qj . Then Eq. (1) is modified as follows.

D̄(Q,x)=−(1/α) log (FQin
+ FQout) (2)

FQin
=(1/|Qin|)

P

q∈Qin
exp (−αD(q, x))

FQout =



0 if Qout =∅
(1/|Qout|)

P

q∈Qout
exp (−αDmax(q)) otherwise

Dmax(q) = max{D(q, x′)},

where Qin and Qout denote sets of query posteriorgram segments

q, whose element q’s resultant set contains the utterance including

posteriorgram segment x and does not, respectively, and D(q, x) de-

notes a normalized DTW score of the utterance in Tq where contains

x. Eq. (2) is completely identical to Eq. (1) if Qout =∅ like Tq =U .
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Fig. 3. Comparison of k-NN and k-DR graphs.

4. PROPOSED GRAPH-BASED SIMILARITY SEARCH

We solve the foregoing problem by a graph-based similarity search

(GSS) method, that is, by indexing a data set of posteriorgram se-

quences off-line rather than by preprocessing it with various tech-

niques such as LB on-line. The existing GSS methods, however, can-

not be directly applied to the problem. This is because the methods

require a valid object with a fixed unit for graph construction while

a posteriorgram segment for the object in data posteriorgram se-

quences is unknown before a query posteriorgram segment is given.

Besides, the methods are developed for efficiently finding the closest

object to a given query or all the objects within a given dissimilarity

from the query [22].

We propose a GSS method with two newly introduced tech-

niques. One is to prepare several k-DR graph indices with distinct

segment lengths off-line and select an appropriate one from them on-

line. The other is to apply a combination of the greedy search (GS)

algorithm with multiple initial vertices [22] and a breadth-first search

(BFS) algorithm to the selected k-DR graph. The GS algorithm finds

a set of vertices close to a given query, which contains the closest

one with high probability [22]. The BFS algorithm collects the top-

|T | vertices by exploring the neighbors of the vertices found by the

GS algorithm, where each in the top-|T | vertices corresponds to the

best posteriorgram segment contained in each in the top-|T | distinct

utterances. Note that only the posteriorgram segment with the best

rank order in an utterance is kept if several posteriorgram segments

in the same utterance are within the top |T |. Thus the GSS method

can efficiently perform the query-by-example search. Each of the

techniques is detailed below.

4.1. k-DR Graph Index
A k-DR graph enables a GS algorithm (Section 4.2) to operate more

efficiently than the corresponding k-NN graph (Section 2.2) [12].

This is because the k-DR graph has fewer edges than the k-NN graph,

maintaining the reachability between vertices in the k-NN graph. To

intuitively understand a k-DR graph, we show an example in Fig. 3.

The 1-DR graph with 10 vertices in Fig. 3(a) is identical to the 1-NN

graph. Compared with the 2-NN graph in Fig. 3(b), the 2-DR graph

in Fig. 3(c) has three fewer edges (denoted by thick solid lines in

Fig. 3(b)), keeping the reachability. For instance, the edge between

x3 and x5 in the 2-NN graph is deleted in the 2-DR graph since the

GS algorithm starting from x3, which is the second closest vertex

from x5, reaches x5 via x4. Thus the edge from vertex x to the

kth closest vertex in the k-DR graph is deleted if the GS algorithm

reaches x from the kth closest vertex along the existing edges.

Next, we explain how to construct k-DR graphs and select one

from them. For graph construction, a query segment length, which

is unknown off-line, is required. Based on a fact that a query is a

spoken term whose segment length is limited from a few dozen to

several hundreds, we determine several segment lengths between an

estimated maximum and minimum segment lengths. The proposed

method constructs several k-DR graphs by regarding a posteriorgram

segment with the determined segment length as an object with a fixed

unit. Given a query posteriorgram segment, the method selects the k-

DR graph constructed by using the segment length that is a minimum

integer exceeding the query segment length.

(a) 1st step (b) 2nd step (c) Termination
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Fig. 4. GS operation in 3-DR graph with 12 vertices.
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Fig. 5. BFS operation in 3-DR graph with the 12 vertices.

4.2. Greedy search algorithm with multiple initial vertices

The proposed method first executes a greedy search (GS) algorithm

to find the closest vertex (target) to given query vertex q. We call

the closest vertex to q at the time of a GS-algorithm termination an

attractor (xa). The GS algorithm reaches the target by repeating the

selection of the closest adjacent vertex of a current vertex and the

movement to it until a current vertex becomes the closest vertex. As

an example, the simple GS operation is shown in Fig. 4. Given the

3-DR graph with the 12 vertices, query q, and initial vertex x10, the

GS algorithm first evaluates a DTW score between q and x10 and

does DTW scores of x10’s adjacent vertices x6 and x11. The GS

algorithm moves to x6 closest to q in Fig. 4(a). Next, the GS algo-

rithm evaluates vertices x5, x7, and x8 regarding their DTW scores

to q, and selects x7 as the next expanded vertex in Fig. 4(b). The GS

algorithm terminates since the DTW score of the current vertex x7

is smallest in Fig. 4(c). An attractor is not always the vertex closest

to q in all the vertices. It depends only on an initial vertex whether

the GS algorithm successfully finds the closest vertex to q. To im-

prove an expected search success rate, a GS algorithm starting from

multiple initial vertices is employed [22]. The GS algorithm with L
initial vertices (L > 1) returns a set of attractors. Then one of the

attractors is the closest vertex with a high probability depending on

L and graph structural parameter k [22].

4.3. Breadth-first search algorithm

A breadth-first search (BFS) algorithm is successively executed after

the GS algorithm to improve top-|T | vertices closest to q. Figure 5

shows the simple BFS operation after the GS algorithm terminated

in Fig. 4. Assume that a set P of six vertices closest to q is required

as the result. The BFS algorithm uses the attractor x7 found by the

GS algorithm as the root vertex, and then the current P contains

x7, x8, x5, x6, x10, and x11 in the search path of the GS algorithm.

First, the vertices x6 and x8 at the first depth from the root are can-

didates for evaluation regarding their DTW scores to q in Fig. 5(a).

If a DTW score of a vertex was already evaluated, the evaluation is

skipped. If an evaluated DTW score is smaller than those of the cur-

rent six vertices, P is updated. In Fig. 5(a), the evaluation is skipped.

Next, the vertices x5, x9, and x10 at the second depth are candidates

for the evaluation in Fig. 5(b). Then, x11 is removed from P and

x9 is added. The procedure is repeated until there is no vertex at the

next depth, whose DTW score to q is smaller than that of the top

sixth-rank vertex in P . The vertices at the third depth x4, x12, and

x11 are the candidates in Fig. 5(c). Then, P← (P \ {x10})∪{x4}.
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Since the DTW scores of x3 and x1 at the fourth depth are larger

than that of any vertex in P , the BFS algorithm terminates.

An actual BFS algorithm receives a set of attractors found by

the GS algorithm with multiple initial vertices. The attractor xa is

picked up in ascending order of its DTW score, and newly added to

P only if xa /∈P and its DTW score is smaller than those of vertices

in P . When xa is added to P , the BFS algorithm is executed by

setting xa at the root vertex. This procedure is repeated until the

BFS algorithm uses all the attractors as the root-vertex candidates.

5. EXPERIMENTS

5.1. Experimental Settings

We prepared the MIT lecture corpus [14] for an utterance set that

contained 54,581 utterances for a training set and 3,000 utterances

for a test set used for search performance evaluation. Although the

test-set size is smaller than that in [8], the number of actual posteri-

orgram segments for search reaches around 1.2×106, which is com-

parable to the size of a large-scale data set. A set of 13-dimensional

Mel-Frequency Cepstral Coefficients (MFCCs) was extracted from

the utterance set. The sampling rate was 16 kHz and the frame size

and shift were 25 ms and 10 ms, respectively. A GMM with 50 mix-

ture components was estimated from the set of the MFCC vectors

in the training set. Based on the GMM, a 50-dimensional posterior-

gram for each frame in the utterance set was produced.

As queries for search, we picked up 20 keywords where for each

we used the 10 distinct spoken instances to make the similar setting

to that in [8]. For each spoken instance (query segment) of a query

keyword, we obtained the 100-best utterances that contain segments

closest to a query segment regarding a normalized DTW score with

the bandwidth R=6 as in [8] by the three search methods: proposed

GSS, LSC, and LB. For each query keyword, we made a list of the

utterances sorted in ascending order of the fusion score calculated

by using Eq. (2), where α=0.5 as in [8].

For the GSS method, we constructed 11 distinct k-DR graphs

from the test set, where the segment lengths were set at 10, 20, · · · ,
100, 110 and the graph structural parameter k was fixed at 100. In

the GS algorithm with multiple L initial vertices, L=30.

5.2. Search Performances

We evaluated the proposed GSS comparing with LSC and LB regard-

ing two performance measures: the precisions of search results and

the online computational costs. The latter consists of the numbers of
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exact DTW-score and local-distance calculations (Sections 2.1 and

3.2) and CPU time. These results are shown in Figs. 6, 7 and 8.

Figure 6 shows the average precisions of a set of top-X utter-

ances to the ground truth (denoted by P@X, X = 1, 10, N) of GSS,

LSC, and LB. The P@X was obtained by using all the precisions of

the 20 query keywords. The precision of each query keyword was

calculated by using the results with the score fusion. The values of

P@10 and P@N were almost 0.8 and 0.5, respectively. These val-

ues are higher than the corresponding values 0.683 and 0.393 shown

in [8]. This is because the number of test utterances in our settings

were smaller than that in [8]. The tendencies of the average preci-

sions of the three methods were almost the same although the search

algorithm in the GSS method is an approximate one.

Figures 7(a) and (b) show the average numbers of DTW-score

calculations and local-distance calculations with logarithmic scale,

respectively. Regarding the average number of exact DTW-score cal-

culations, LSC’s number is a baseline because LSC performs a linear

scan of all the segments in the test set. LB reduced the number of

the calculations by around one-sixth of the baseline with the lower-

bound estimation. The proposed GSS drastically reduced the number

of the calculations by two orders of magnitude. Furthermore, GSS

outperformed the others in the average number of local-distance cal-

culations that affected to the CPU time for search. The number of

the calculations of GSS was only about one-tenth of that of LSC.

Figure 8 shows the CPU time for search of each method with

logarithmic scale. The CPU time was measured on a computer sys-

tem equipped with an Intel Xeon E7-4870 2.4 GHz. LB’s CPU time

is the sum of values for calculating the exact DTW scores and for es-

timating their lower bounds. The three points of each method in Fig.

8, which are denoted by Max, Ave, and Min, correspond to the max-

imum, the average, and the minimum CPU time of all the spoken

queries. GSS operated much faster than LSC and LB by nearly 13

times and 28 times, respectively. Besides GSS achieved the smallest

variance of the CPU time among the methods.

6. CONCLUSION AND FUTUREWORK

To speed up a query-by-example spoken term detection method

using DTW on GMM posteriorgram sequences, we presented the

Graph-based Similarity Search (GSS) method. The proposed GSS

method employs as an index a k-DR graph that is appropriately

selected from k-DR graphs pre-constructed from data posteriorgram

sequences off-line. The GSS method efficiently explores the selected

k-DR graph with the newly introduced search algorithm; the combi-

nation of the GS and the BFS algorithms. The experimental results

on the MIT lecture corpus demonstrated that the GSS method ac-

complished nearly 28 times faster than LB using the lower bound on

the exact DTW score on-line, keeping almost the same precisions.

We will apply the GSS method with some extensions to ASR-

based STD. Besides the GSS method will be performed by parallel

processing for faster search just as LB has been extended for parallel

processing on graphical processing units (GPU) [26].
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