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ABSTRACT

We propose a method of affective text analysis and model-

ing that is capable of generating continuous valence ratings

at the sentence level starting from word and multi-word term

valence ratings. Motivated from the language modeling liter-

ature, a back-off algorithm is employed to efficiently fuse the

valence of single-word and multi-word terms. Specifically,

a term detection criterion is used to select the appropriate n-

gram terms, starting with bigrams and potentially backing off

to unigrams. Term affective ratings are generated by a lexicon

expansion method, using semantic similarity estimates com-

puted on a large web corpus. The proposed framework pro-

vides state-of-the art results in the sentence level SemEval’07

task of news headline polarity detection, reaching an accuracy

of 75%.

Index Terms— emotion, affect, affective lexicon, polar-

ity detection, language understanding.

1. INTRODUCTION

The analysis of language affect, the emotional content of lexi-

cal information, is a significant sub-task of many applications

in a variety of fields including sentiment analysis and emo-

tion recognition from multimedia streams (audio, video, text)

[1, 2], including multimedia content analysis through subti-

tles [3] and news headlines analysis [4].

Analysis can happen at various levels, targeting different

lexical units: words, phrases, sentences etc. The most popular

target in research have been sentences. For the most part re-

search has revolved around hierarchical models of affect, usu-

ally combining affective ratings of words into affective ratings

for sentences. Word ratings are provided by affective lexica,

either manually annotated ones, like the General Inquirer [5]

and Affective norms for English Words (ANEW) [6] or, more

typically, automatically expanded ones like SentiWordNet [7]

and WORDNET AFFECT [8].

The methods for combining word ratings into sentence

ratings vary significantly. Usually a word selection step is in-

volved, which removes non-relevant words from the sentence

and keeps only those considered to carry affective signifi-

cance. Word selection is typically done using part-of-speech

tags [9] (content words), but also affective ratings and/or sen-

tence structure has been used [10]. The actual combination

of ratings is usually done by some simple numeric method,

like taking the arithmetic mean. There have been attempts

at incorporating more complex fusion rules into the process

[9, 10], although such rules are usually specified manually.

In [11], a supervised method is used to train the parame-

ters of multiple hand-coded rules of (affective score) com-

position. However, up to now more complex fusion methods

have shown little improvement over simpler distributional ap-

proaches and compositional fusion. There have been no at-

tempts to use the ratings of multi-word terms [12], such as

names, the meaning of which can not be directly expressed

as a combination of the meaning of their parts, though there

have been non-hierarchical approaches that take into account

n-grams [13]. This is, in part, due to the lack of affective

lexica that would provide the ratings for these terms.

We propose an affective model inspired by language mod-

eling techniques, aiming to incorporate non-compositional as-

pects into a compositional framework. At the top level this is

a compositional approach that combines ratings of terms into

ratings for sentences using simple numerical methods; how-

ever these terms do not have to be simple words: they may

also be multi-word terms. The method resembles a back-

off bigram language model in that we use overlapping bi-

grams and (using term selection criteria) fall back to unigrams

(words). Thus, phrases with non-compositional semantics are

implicitly modeled via the expansion of the affective lexi-

con with n-grams. The proposed approach also serves as a

workaround for the modeling of the affective content of sim-

ple syntactic rules, e.g., handling of negations. Affective rat-

ings for both single- and multi-word terms are produced by a

generalization of the affective lexicon expansion method pre-

sented in [14]. The ratings produced at every level (word,

n-gram, sentence) are continuous valence/polarity scores.

Compared to prior research, our work differs in the way

we handle the affective compositionality assumption. We nei-

ther assume that the affective ratings of a phrase or sentence

can be composed from the affective ratings of all words in-

cluded, nor do we focus on identifying non-compositional

rules. Instead, we capture non-compositionality by explic-

itly estimating the affective scores of n-grams and then merge
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these scores with a compositional lexical affective model.

2. CREATING N-GRAM RATINGS

The first part of the method is the generation of continuous

valence ratings for all n-grams contained in each sentence.

The method we use is a refinement of the one presented in

[14], which in turn builds on [15]. We start from an existing,

annotated lexicon. A subset of it is used as seed words and

the affective ratings of new words/terms are all expressed as a

weighted linear combination of their semantic similarities to

these seed words multiplied with the affective ratings of the

seeds:

v̂(wj) = a0 +

N
∑

i=1

ai v(wi) d(wi, wj), (1)

where wj is the word whose affect we aim to characterize,

w1...wN are the N seed words, v(wi) is the valence rating

for seed word wi, ai is the (trainable) weight corresponding

to word wi and d(wi, wj) is a measure of semantic similarity

between words wi and wj . Given an annotated corpus of K

words and a set of N < M seed words we can use (1) to cre-

ate a system of M linear equations with N +1 unknown vari-

ables; the N weights a1...aN and the extra weight a0 which

is the shift (bias). The values of these coefficients can be es-

timated using the least mean square (LMS) algorithm. Once

the weights of the seed words are estimated the valence of an

unseen word wj can be computed using (1). For details see

[14].

A context-based similarity metric d() is used for the

experiments presented in this work. Context-based simi-

larity metrics compute similarity between feature vectors

extracted from term context, i.e., using a “bag-of-words”

context model. The metric we use computes cosine similarity

between the context vectors of w1 and w2 as

SK(w1, w2) =

∑L

i=1
tw1,itw2,i

√

∑L

i=1
(tw1,i)

2

√

∑L

i=1
(tw2,i)

2

(2)

where K the context window length, L the vocabulary size

and tw,i a value representing the frequency of occurrence of

vocabulary word vi within the left or right context window

K of term w. We use a binary weighting scheme, so all tw,i

are zero or one depending on whether a word occurs within

the context of w. For more details on the semantic similarity

metrics and their performance on semantic similarity tasks see

[16, 17].

The method has no requirement that limiting it to esti-

mating word ratings or even limiting it to any specific lan-

guage. To apply to bigrams, only the semantic similarity met-

ric has to be extended to handle both unigrams and bigrams.

The generalization is straightforward for context-based met-

rics and indeed such metrics have been successfully used to

estimate the semantic similarity between multi-word terms

[17].

3. CREATING SENTENCE RATINGS

Given a sentence s = w1w2...wN we assume that its affective

content can be expressed as a composition of the affective

contents of the terms (words or otherwise) it contains [18].

In [14], we used three simple numerical methods to combine

word ratings into sentence ratings. In this work, we use a

modified version that includes trainable weights:

1. Linear fusion (average)

va(s) = b0 + b1
1

N

N
∑

i=1

v(wi) (3)

2. Weighed linear fusion (valence weighted average)

vw(s) = b0+
b1

N
∑

i=1

|v(wi)|

N
∑

i=1

v(wi)
2 ·sign(v(wi)) (4)

3. Non-linear min-max fusion (max)

vm(s) = b0 + b1 v(wz)
z = argmax

i

(|v(wi)|) (5)

Constants b0 and b1 are trainable weights corresponding to an

offset and unigrams respectively. Such linear fusion methods

implicitly make a compositionality assumption that we wish

to relax: next, we propose expanding their definition to incor-

porate terms (of length n) instead of just words.

Our model, much like an n-gram language model, takes

into account the partial ratings of all overlapping n-grams

within a sentence. For a sentence s = w1w2...wN , we create

both a unigram and a bigram affective model, λ1 and λ2 re-

spectively, that estimate the sentence level affective score as

follows1:

v(s|λ1) = 1

N

N
∑

i=1

v(wi),

v(s|λ2) = 1

N−1

N−1
∑

i=1

v(wiwi+1),

(6)

where the valence v(wi) of wordwi and the valence v(wiwi+1)
of bigram wiwi+1 are estimated using Eq. (1). Then we use

a criterion for selecting between unigrams and bigrams. We

define c(i, j) as a selection criterion for the bigram wiwj and

use the bigram wiwj if c(i, j) is larger than some threshold t

or back-off to the unigrams wi, wj otherwise.

v(wiwj) =

{

b1 v(wiwj |λ1), if c(i, j) ≤ t

b2 v(wiwj |λ2), if c(i, j) > t

}

, (7)

1The following equations correspond to the “average” model; however

the same expansion can be used for the weighted average and max fusion

models in (3)-(5).

8501



where b1 and b2 are trainable weights of the unigram and bi-

gram models. After performing term selection, we combine

the scores:

vb(s) = b0 +
1

N − 1

N−1
∑

i=1

v(wiwi+1) (8)

where b0 is an additional trainable weight of the equation and

acts as an offset. An issue with this equation is that each word

is counted twice, apart from the first and last one. We rectify

it by explicitly adding back (with the appropriate weight) the

unigram of the first and last word, leading to:

vbo(s)=b0+
1

N

[

b1

2
(v(w1)+v(wN ))+

N−1
∑

i=1

v(wiwi+1)

]

(9)

The weighting factors b0, b1, b2 are trained using LMS using

a similar approach to the word-level model.

The criterion c(i, j) used to select the appropriate n-gram

model should in some way reflect the semantic or affective

non-compositionality of the term in question. We present re-

sults for the following two criteria:

1. A semantic (non-)compositionality metric, operating

on the co-occurrence probability p(wi, wj) of wi and

wj in text:

cs(i, j) = p(wiwj) log
p(wiwj)

p(wi)p(wj)
. (10)

2. An affective (non-)compositionality metric, operating

on the valence ratings generated by our model for the

bigram and the unigrams, as follows:

ca(i, j) = |v(wiwj)− 0.5[v(wi) + v(wj)]| . (11)

4. EXPERIMENTAL PROCEDURE

The main word corpus we use to train the lexicon creation

algorithm is the Affective Norms for English Words (ANEW)

dataset. ANEW consists of 1034 words, rated in 3 continuous

dimensions of arousal, valence and dominance (we only use

valence). To train sentence-level models and evaluate their

performance we use the SemEval 2007: Task 14 corpus [4].

This corpus contains news headlines, split into a development

set of 250 and a testing set of 1000. We use both subsets as in-

tended: the development set to estimate the fusion parameters

(b0, b1, b2) and the testing set for evaluation. The headlines

are manually annotated on a valence scale of [−100, 100].
Computing the values of the similarity metric used in (1)

requires a text corpus. The one we use is an accumulation

of web data, gathered by submitting queries to the Yahoo!

search engine. Specifically, we use the vocabulary of English

packaged in the aspell spellchecker for English, containing

135433 words. For each of these words we pose an individual

(IND) query to the Yahoo! search engine and from the re-

sponse we collect the snippets (short representative excerpts

of the document shown under each result) of the top 500 re-

sults. Each snippet is usually composed of two sentences:

title and content. The corpus contains 116 million sentences.

All contextual similarities between words or words and terms

are calculated over this corpus.

Also important to the lexicon creation process is seed se-

lection, the method of selecting the seed words from the can-

didates (the training set). Our selection method is unsuper-

vised and based on two criteria: good seeds must have ex-

treme valence ratings (positive or negative) and a good seed

set should be balanced, the sum of valence ratings should be

zero. So we start by sorting the positive and negative seeds

separately by their valence rating. Then we add positive and

negative seeds iteratively to the seed set so as to minimize the

absolute value of the sum of their valence ratings and maxi-

mize their absolute valence ratings, until the required number

of seed words N is reached.

The term affect model is trained using the ANEW corpus,

using all M = 1034 words in it as training samples and a

subset as seed words. That model is used to generate ratings

for all unigrams and bigrams contained in the SemEval test-

ing and development sets, creating a pool of candidate terms

for each sentence, a bag-of-terms. It should be noted that

with regards to unigram terms, we apply content word selec-

tion: part-of-speech tagging is performed using TreeTagger

[19] and any unigrams that are not nouns, adjectives, verbs or

adverbs are removed from the selection pools.

The final part of each experiment is the term selection and

training of n-gram fusion parameters. Term selection criteria

are calculated on the web data corpus (for cs) and the auto-

matically generated affective ratings (for ca). Then we select

a back-off threshold t, a value under which we fall back to

unigrams. Given a criterion and a threshold we can select the

relevant terms for the development and testing data. Finally,

the n-gram fusion parameters are trained using LMS on the

development set and the model is used to generate ratings for

the evaluation dataset.

5. RESULTS

As a baseline, we conduct an experiment using the fusion

schemes defined in equations (3), (4) and (5), utilizing only

unigram terms. Polarity detection results (2-class classifi-

cation accuracy) as a function of the number of seeds used

by the word model are shown in Fig. 1, for the three fusion

methods. The method is significantly different from the one

used in [14]: the term rating method is more accurate and we

are using supervised training for the sentence model. Overall

that leads to an improvement of binary classification accuracy,

from our best result of 70% in [14] to 72.8% here (for linear

fusion). The simple average model performs better through-

out our experiments. Best results are achieved over a wide
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Fig. 1. Binary classification accuracy of the sentence rating

algorithm as a function of the number of seed words, when

using only unigram terms for linear and non-linear fusion.

range of number of seeds, from 300 to 600 seeds.

Next we present results for the n-gram model using the

criteria described in Section 1 for term selection. We are in-

terested in the performance of the model for various mixes of

unigram and bigram terms, i.e., different values of the thresh-

old t in (7). To investigate, we select a term affect model,

trained on the ANEW dataset with 600 seed words, and use

different term selection criteria and threshold t to select terms.

For each value of the threshold t, the sentence model weights

bi are trained on the SemEval development set and the corre-

sponding n-gram affective model is used to create ratings for

the evaluation set sentences. The results are shown in Fig. 2

as a function of the bigram rejection rate (back-off rate).

The first thing to note are the two baseline scores, ob-

tained when using all unigram or all bigram terms. They

serve as an indirect comparison of the quality of unigram

and bigram term ratings. Clearly the baseline performance of

bigrams is lower than that of unigrams probably due to the

lack of bigram seeds in the affective model and the (probably

lower) performance of the semantic similarity metric when

computing semantic similarities between bigrams and uni-

grams in (1). Despite the performance gap between unigram-

and bigram-only models, combining the two using back-off

significantly improves classification accuracy. As expected,

the best performance is achieved for a mix that contains

mainly unigrams (70% unigrams and 30% bigrams). The two

term selection criteria detect terms in different ways, with

cs detecting non-compositional semantics and ca detecting

non-compositional affect. Both selection criteria beat the

unigram-only baseline, however, the semantics-based crite-

rion provides better performance (although the difference is

not statistically significant). Although the affect-based crite-

rion ca does not perform as well, we expect its performance
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Fig. 2. Binary classification accuracy of the sentence rating

algorithm as a function of the bigram selection threshold (bi-

gram rejection rate).

to improve as the performance of the term affective model

(that provides the ratings for ca) improves.

Overall, we observe a significant improvement over the

unigram baseline: binary classification accuracy improves

from 72.4% when using only unigrams to 75.1% at a back-off

rate around 0.7, when using the cs selection criterion. Com-

parable results in the literature are 62% [20], 66% [21], 71%

[11] and 72.8% (using cross-validation) [22]. The model also

achieved a correlation to the ground truth of 0.60, compared

to 0.50 achieved by the best system in the literature [4].

6. CONCLUSIONS

Motivated by the language modeling literature, we proposed

a method for creating sentence-level affective ratings by com-

bining the affective ratings of n-gram terms. The method

builds upon an affective lexicon expansion method capable of

generating continuous affective ratings for multi-word terms

that utilizes semantic similarity scores estimated on a web

snippet corpus. Given affective ratings for single- and multi-

word terms we proposed an algorithm for term selection and a

supervised model for term rating fusion. The inclusion of bi-

gram terms into a unigram-only model improved performance

significantly, and the model achieved state-of-the-art perfor-

mance on the SemEval task.
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