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ABSTRACT 
 
This study presents a novel approach to spoken document 
retrieval based on neural probabilistic language modeling 
for semantic inference. The neural network based language 
model is applied to estimate word association in a 
continuous space. The different kinds of weighting schemes 
are investigated to represent recognized words of a spoken 
document into an indexing vector. The indexing vector is 
transferred into the semantic indexing vector through the 
neural probabilistic language model. Such a semantic word 
inference and re-weighting make the semantic indexing 
vector a suitable representation for speech indexing. 
Experimental results conducted on Mandarin Chinese 
broadcast news show that the proposed approach can 
achieve a substantial and consistent improvement of spoken 
document retrieval. 

Index Terms— Speech indexing, semantic inference, 
spoken document retrieval, neural network, language model 
 

1. INTRODUCTION 
 
Multimedia indexing and retrieval are active fields of 
research in the information era [1]. The media content is 
including text, image, video, and speech. Speech is the most 
convenient way for the interaction of human-to-human and 
human-to-machine. Applications of spoken document 
retrieval (SDR) in entertainment, education, and business 
are rapidly growing. Due to the nature of speech, the spoken 
query and documents are difficult to directly compare in 
signals. The automatic speech recognition (ASR) system is 
conventionally applied to transcribe the spoken document 
into text for speech indexing and retrieval [2]–[7]. The main 
challenge of SDR is the imperfect and unstructured 
dictation result. The overlapping multigram phone 
sequences have been estimated for variable-length syllables 
indexing to solve problems of deletion and insertion errors 
on speech recognition [2]. Other subword-based speech 
indexing schemes were successfully proposed to address the 
out-of-vocabulary problem [3, 4]. The multi-level 
knowledge indexing was proposed to combine different 
information sources [5]. Approaches like, Query expansion, 
semantic inference, and relevance feedback are considered 

text retrieval methods to increase the informative and 
descriptiveness of data [8]–[10]. These text retrieval 
techniques provide good solutions for speech indexing. 

Two types of retrieval models, vector space model [11] 
and probabilistic model [12], have been applied to measure 
the relevance between a query and a document based on 
occurrences of query terms. In the probabilistic model, 
language model (LM) methods to retrieval have been shown 
to perform well empirically [13, 14]. The conventional 
language model is derived from the discrete n-gram count. 
Although language model systems perform well under the 
n-gram count scheme, they are discrete distributions and 
suffer from unseen patterns. As a result, back-off and 
interpolation smoothing strategies are commonly used for 
unseen words. Recently, neural network (NN) based 
language models have been used in speech recognition [15] 
and show several benefits. In contrary to the conventional n-
gram count language model, the smoothing of neural 
network based language models is applied in an implicit 
way. Due to the projection of the entire vocabulary into a 
small hidden layer, semantically similar words get clustered 
and thus this characteristic is very suitable for inference in 
speech indexing. Words get substituted by other words 
which are learned in the neural network to be related, while 
no such relation could be found in the conventional n-gram 
count using the original sparse training data [16]. Instead of 
counting words, the neural network based language model 
is in a continuous space to estimate probabilities [17]. 

In this paper, we describe a new speech indexing method 
based on neural probabilistic language modeling for 
semantic inference. Based on the vector space model, the 
neural probabilistic language model is used to estimate word 
association for semantic inference. For instance, the word 
“student” may relate to words “teacher” and “school” in 
semantic inference. Once the specific word is mis-
recognized in the spoken document, we can find it with 
related words [18, 19]. In such a neural probabilistic 
language model, we explore semantic relations between 
words which are considered in neural networks to alleviate 
deletion and substitution problems of transcripts. While the 
present study is related to recent SDR approaches [2]–[7], it 
capitalizes on semantic inference using the neural network 
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based language model for speech indexing, which was not 
considered in earlier studies. The effectiveness of the 
proposed approach has been verified in experiments based 
on 1,550 anchor news stories collected from Mandarin 
Chinese broadcast news of 198 hours. In the following, we 
present the proposed speech indexing using the neural 
probabilistic language modeling for semantic inference in 
Section 2. Section 3 shows experiments in detail. We 
conclude with a summary of findings in Section 4. 
 

2. THE NEURAL PROBABILISTIC LANGUAGE 
MODELING FOR SEMANTIC INFERENCE 

 
2.1. Word Association for Semantic Inference 
 
In general, word association can be established with 
concatenated or distant words in language models [17]. For 
example, the word bigram score 1( | )t tP w w   is used to 

estimate the concatenation probability of a word sequence. 
Inspired by the neural network based language model [15, 
20], this study proposed the semantic inference by finding 
word association and suggesting word expansion for speech 
indexing. With the word expansion and re-weighting, the 
semantic inference is expected to alleviate the problems of 
spoken document retrieval resulting from speech 
recognition errors. First, the neural probabilistic language 
model which reflects the global and continuous word 
association is made for semantic inference as shown in Fig. 
1. In the training stage, n-gram words are coded into the 
control input vector x  and the resulting output vector y , 

respectively. The size of x  and y  is equal to the 

vocabulary size. When the neural network is learning with a 
bigram tuple 1{ ( ), ( )}x  yt tw w , only values of neurons 

1( )x tw   and ( )y tw  are set to 1 and others are 0. Both of x  

and y  are sparse vectors. In the indexing stage, each 

document is represented as an indexing vector x  by using 
the word weighting scheme. Then, the semantic indexing y  

can be estimated based on the indexing vector x  and the 
learned neural network. 

 
2.2. Activation and Learning 
 
Fig. 2 demonstrates the concept of word association in the 
neural probabilistic language modeling. Neural networks 
can be viewed as weighted directed graphs in which 
neurons are nodes and directed edges (with weights) are 
connections between input and output neurons [21, 22]. The 
n-gram word association is modeled in the neural network 
as shown in Fig. 2. The sequential n-gram tuples of trigram 

2 1{ ( ), ( ), ( )},x  x  yt t tw w w  bigram 1{ ( ), ( )},x  yt tw w and 

unigram { ( ), ( )}x  yt tw w  are applied to learn the NN based 

LM. The purpose of sequential n-gram tuples is to embed 
word association of unigram, bigram, trigram information 
into the neural network, and to estimate the global word 
association with n-gram connection patterns.  

Based on these connection patterns, neural networks can 
be grouped into two categories including feed-forward and 
recurrent networks [22]–[25]. The loops occur because of 
feedback connections in recurrent networks but no loops are 
in feed-forward networks. In this study, we obtain the 
neural network language model by using the back-
propagation learning based on feed-forward architectures 
with input, hidden and output layers. The values of neurons 
are estimated as follows: 

 ( )j i ji j
i

y f x a b    

where jia  denotes the synapse weight from node i to node j 

in the neural network. jb  is the bias. The activation function 

is given by (.)f . The continuous sigmoid function is by far 

the most frequently used in neural networks because the 
cumulative distribution functions for many common 
probability distributions are like sigmoidal. It is a strictly 
increasing function which exhibits smoothness and has the 
desired asymptotic properties [22]. The standard sigmoid 
function is the logistic function defined by: 


1

( )
1 exp j

j net
f net  


 

where   is a slope parameter and x A bnet    . A  is the 

weight matrix, and b  means the set of biases. Let 

{ 1 1 2 2( , ), ( , ),..., ( , )x y x y x yo o } be a set of o n-gram training 

tuples, the back-propagation is a gradient decent method to 
minimize the squared-error cost function estimated as: 

2 1{ ( ), ( ), ( )}x  x  yt t tw w w 

1{ ( ), ( )}x  yt tw w

{ ( ), ( )}x  yt tw w

1 55 318 2409( ), ( ), ( ), ( ),...)x(    i w i w i w i w

 
Fig. 1.  Architecture of the neural probabilistic language 

modeling for speech indexing. 

Fig. 2.  Example of n-gram word association in the neural 
probabilistic language modeling. 
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where y  and d  indicate the desired and estimated output 

vectors, respectively. The key point in the proposed NN 
based LM is how the parameter { , }ji ja b   over word 

association is estimated for semantic indexing. After 
learning is complete, the semantic inference depends on the 
NN based LM and spoken document representation for 
indexing, so we explore types of weighting schemes. 
 
2.3. Document Representation and Semantic Indexing 
 
In the a-bag-of-words framework, recognized words in a 
spoken document are computed as the indexing vector x  by 
using the word weighting scheme ,( )k di w  in the indexing 

stage. ,k dw  denotes the word w  in the document d. k means 

the dimension of the indexing vector. For semantic 
inference, the semantic indexing vector y  is estimated 

based on neural networks with the learned parameter  . 
The concept of the weighting scheme is the words which 
have low frequency in a document and occur in few 
documents will be discarded. We investigate spoken 
document representation by using three kinds of word 
weighting schemes. 

TF-IDF: One popular weighting scheme is term 
frequency and inverse document frequency (TF-IDF), 

 , , ,( ) ( ) ( )TF IDF k d k d k di w u w v w    

where ,( )k du w  is the term frequency weighting defined by: 

 ,
,

( ) 1
( ) k d

k d
d

tf w
u w

n


  

where ,( )k dtf w  represents the number of occurrences of the 

word ,k dw . dn  is a normalization which shows the total 

number of words in the document d. In addition, ,( )k dv w  is 

the inverse document frequency computed as: 

 ,
,

( ) log( )
( ) 1k d

k d

D
v w

df w



 

where ,( )k ddf w  is the number of documents that contains at 

least one occurrence of the word ,k dw  in the database. D is 

the total number of documents. 
Okapi BM25: The Okapi BM25 [26] is similar to TF-

IDF but takes account of the document length for the term 

frequency computation in the word weighting scheme. The 
Okapi BM25 is defined by: 

 ,
25 , ,

,

( ) ( 1)
( ) ( )

( ) (1 ( ))
k d

BM k d k d
k d

tf w
i w v w

tf w c c nl d




 
 

    
 

where ( )nl d  is the normalization document length.   and 

c  are empirically selected parameters. 
Entropy: The third weighting scheme is the entropy 

estimation. Derived from TF-IDF, we replace IDF with the 
global entropy weighting as follows: 

 , ,
, ,

( ) 1 ( ) 1
( ) ( ) [ log( )]k d k d

entropy k d k d

df w df w
i w u w

D D

 
    

Our purpose is to estimation the significant of the specific 
word kw  in the document d. Since imperfect speech 

recognition results and the redundant transcription, not all 
of the recognized words are valid and meaningful. The word 
weighting scheme ,( )k di w  is used to eliminate those noises, 

emphasize semantic words, and has a better way of dealing 
with documents of different lengths. TF-IDF, Okapi BM25, 
and entropy weighting schemes are investigated for spoken 
document representation as the input indexing vector x  and 
can further refer to the learned neural probabilistic language 
model as producing an output semantic indexing vector y . 

The semantic indexing vector y  denotes the semantic 

inference result for spoken document retrieval. We 
truncated the estimation by ignoring all words having a 
probability less than 0.0001 to improve the recall. Note that 
values of vectors x  and y  are either 0 or 1 in the training 

stage, which denote word association. But for the indexing 
stage, vectors of x  and y  can be any value between 0 and 1, 

which are the spoken document representation. 
 
2.4. Spoken Document Retrieval 
 
In spoken document retrieval, we treat the output semantic 
indexing vector y  of neural networks as a vector space 

model (VSM) [11]. The similarity between the query yq  

and spoken documents yd  is simply estimated by using a 

cosine measure: 



1

2 2

1 1

( ) ( )
cos( , )

( ) ( )

y  y
y y

y y
y y y y

q k d k
q d k

q d

q d q k d k
k k

w w

w w



 


 

 



 
 

In the cosine measure, cos( , )y yq d , a value close to 1 means 

that two vectors are similar, whereas a value near 0 denotes 

8482



two vectors are dissimilar. The retrieval results are ranked 
based on the similarity scores. 
 

3. EXPERIMENTS 
 
3.1. Experimental Framework  
 
Experiments were reported based on Mandarin Chinese 
broadcast news MATBN database. MATBN was collected 
by Academia Sinica, Taiwan [27], which contained a total 
of 198 hours of broadcast news. 1,550 anchor news stories 
ranging over three years were extracted for experiments. 
The average document length of MATBN is 51.85 words. 
The word accuracy is 78.95%. We applied two standard 
evaluation metrics to evaluate the retrieval performance 
including F-score and mean average precision (mAP) [28]. 
164 keyword queries (from two to four Chinese characters) 
were used in this study. The average length of queries is 
3.02 Chinese characters. There are 15.71 relevant spoken 
documents in MATBN database. 
 
3.2. Experimental Results 
 
First, an objective F-score evaluation is employed to 
unigram, bigram, and trigram based neural networks. The 
speech indexing with the entropy weighting scheme was 
used and documents ranked at top 5, 10, 15, 20 and 25 as 
shown in Table 1. The baseline is the conventional word 
indexing system without applying semantic inference. The 
sequential n-gram tuples of trigram, bigram, and unigram 
are applied to learn NN based LMs. We denote the 
proposed semantic indexing systems are NN trigram, NN 
bigram and NN unigram in Table 1. The proposed semantic 
indexing systems perform well on the top 5 document 
ranking retrieval. Especially, NN bigram and NN trigram 
systems indicate the great improvement. The NN bigram 
system outperforms NN trigram, NN unigram, and baseline 
word indexing systems. The best F-score is achieved on the 
NN bigram system with the top 15 retrieved documents.  

Second, Fig. 3 illustrates that mAP evaluations of TF-
IDF, Okapi BM25, and Entropy weighting schemes 
compared with the conventional word indexing, NN 
unigram and NN bigram indexing systems. The NN bigram 
indexing system shows significant gains on different 
weighting schemes. Results of manual transcripts can be 
referred as the upper-bound of spoken document retrieval 
using ASR results. To know the effect of the proposed 

neural probabilistic language modeling on the text retrieval, 
the indexing by perfect manual transcripts was evaluated 
and noted as Entropy(M). The NN bigram system using 
semantic inference increases 0.15 mAP but no significant 
gains are found with clean text. Since the NN based LM 
preserves word association which reflects the expected 
semantic inference, the NN bigram indexing system offers 
around 2% absolute improvements over the baseline word 
index system, and achieves consistent improvements over 
evaluations of different word weighting schemes, mAP and 
F-score metrics, clean text and speech. 
 

4. CONCLUSION 
 
In this article, we have presented a novel approach to 
spoken document retrieval using semantic inference. The 
speech recognition error is a critical issue in speech 
indexing. The neural probabilistic language modeling is 
used to explore word co-occurrence and association in a 
continuous space. Word association is applied for semantic 
indexing which is a way of inference to alleviate mis-
recognition problems of ASR in SDR. We have investigated 
a variety of word weighting schemes on the semantic 
indexing and show comparisons of speech and text retrieval. 
Experimental results confirm that the proposed methods 
outperform the conventional word indexing. Although 
experiments were conducted on Mandarin Chinese 
broadcast news, the approach can be applied to other 
language and corpus. There are many directions for further 
research in exploring the use of deep belief networks and 
recurrent neural networks for language modeling. The 
relation between big data and n-gram selection is an 
interesting research issue. Implementing such neural 
network LMs is time-consuming with high computation cost. 
The efficient estimation appears to play an important role in 
applications. 
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Table 1.  F-score of top 5, 10, 15, and 20 retrieved documents 
for word indexing and proposed semantic indexing systems 

Indexing/Top-n 5 10 15 20 25 

Word(baseline) 44.45% 60.90% 61.77% 58.00% 53.24%
NN unigram 44.93% 61.10% 61.55% 57.81% 52.93%
NN bigram 46.46% 61.14% 62.17% 58.34% 53.87%
NN trigram 46.19% 58.76% 59.95% 56.49% 52.53%
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Fig. 3.  mAP evaluations of various weighing schemes with 
conventional word indexing, NN unigram and bigram indexing.
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