
PERSON NAME RECOGNITION IN ASR OUTPUTS
USING CONTINUOUS CONTEXT MODELS

Benjamin Bigot, Grégory Senay, Georges Linarès, Corinne Fredouille, Richard Dufour

LIA - University of Avignon

ABSTRACT

The detection and characterization, in audiovisual documents,
of speech utterances where person names are pronounced, is
an important cue for spoken content analysis. This paper tack-
les the problematic of retrieving spoken person names in the
1-Best ASR outputs of broadcast TV shows. Our assumption
is that a person name is a latent variable produced by the lex-
ical context it appears in. Thereby, a spoken name could be
derived from ASR outputs even if it has not been proposed
by the speech recognition system. A new context modelling
is proposed in order to capture lexical and structural informa-
tion surrounding a spoken name. The fundamental hypothesis
of this study has been validated on broadcast TV documents
available in the context of the REPERE challenge.

Index Terms— spoken document retrieval, spoken name
detection, lexical context representation

1. INTRODUCTION

Detecting and characterizing, in audiovisual documents,
speech utterances where person names are pronounced, is
an important cue for spoken content analysis. These names
may lead to identifying speakers themselves or people that
speakers are talking about. Therefore this information is cer-
tainly an important preliminary step to content understanding,
indexing and structuring, or to topic modelling and tracking.

The scientific community in Named Entity Detection and
Recognition has proposed several methods to achieve this task
on more or less structured text documents. Earlier methods
based on manual lexical rules and grammar models [1] have
reported good performance when they are applied on jour-
nalistic data. But considering the amount and diversity of
text documents produced and exchanged every day, these ap-
proaches have known a significant drop of performance on
less structured texts [2]. In order to model the variety of con-
texts named entities may appear in, more recent contributions
have integrated a probabilistic framework [3].

Spoken Document Retrieval [4] is the research field that
aims at employing and adapting information retrieval to spo-
ken documents. In practice, systems for person name de-
tection and recognition in spoken documents have to deal
with the errors introduced by Automatic Speech Recognition

(ASR) systems. A first critical problem is related to the cov-
erage of person names in the lexicons of ASR tools. Since
the number of candidates may reach hundreds of thousands
according to [3], most of person names will remain Out-
Of-Vocabulary (OOV) and will not be recognized by ASR
systems. The proportion of proper names in OOV has been
estimated at 72% in [3], and 66% in [5]. A significant part
of these OOV is person names. A second limitation lays in
the large variety of potential pronunciations for the person
names.

Proposals have been made to try to overcome these limi-
tations. For example, [6, 7] proposed to detect OOV words
and to increase the lexicon coverage by automatically select-
ing words from contemporary text documents. Other works
automatically produce a larger number of pronunciations in
order to cover the variety of spoken names [8, 9]. Recent
works tackle spoken name extraction by directly process-
ing speech signal related to spoken documents using word
spotting techniques [10], or by analyzing ASR lattices (of
word [11], phonemes [4] or syllables [12]) and word confu-
sion networks [13].

In this paper, we face the problematic of retrieving spo-
ken person names in the 1-Best ASR outputs of broadcast TV
shows. Our proposal relies on the assumption that a person
name is a latent variable produced by the lexical context it ap-
pears in, i.e. the sequence of words around the person name.
Therefore, we assume that a spoken name could be derived
from ASR outputs even if it has not been proposed by the
speech recognition system.

The paper is organized as follows. The next section pro-
vides a short overview of the different approaches proposed
in the literature for person name detection (i.e. section 2).
Section 3 describes the original approach we suggest, in this
paper, for spoken name recognition, followed, in section 4 by
a presentation of several experiments conducted on broadcast
TV shows. We will then conclude and open our work to sev-
eral research perspectives.

2. MODELLING CONTEXTS OF PERSON NAMES

Most of Named Entity Detection systems rely on an effi-
cient capture of relevant pieces of information from lexical
contexts where proper names occur. Differences between ex-
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isting techniques mainly stand within the kind of model and
the nature of this information, either lexical, structural, syn-
tactic or semantic. In particular, N-gram models have been
widely used to represent the sequentiality of the N words
occurring before a given name. In [3], noun phrases includ-
ing proper names are automatically extracted and used to
train a probabilistic classification method. In both cases, the
temporality of words present in the contexts is captured. If
this temporal information may be useful to understand the
structure of the discourse in these contexts, the length of
these sequences is commonly limited to a few number of
words. On the other side, methods concerning speaker name
discrimination (in text documents [14] and web pages [15]),
Cross Document Coreference [16], Web People Search [17]
or Machine Translation for Name Recognition [18], represent
proper name context like bag-of-words (b-o-w) or vectorial
representation. The main differences with previous methods
are that the temporality of words in contexts is no more mod-
elled, and larger observation windows around proper names
are typically considered. Works belonging to this second
category rely on the Distributional Hypothesis of [19, 20],
assuming that a name with similar meanings should appear in
similar contexts.

3. TEMPORAL AND LEXICAL CONTEXT FOR
SPOKEN NAME RECOGNITION IN ASR

The approach proposed in this paper relies on the assump-
tion that a person name is related to the lexical context it
appears in. In order to model these name-to-context depen-
dencies, we propose to consider a proper name as a latent
variable occurring in various observable contexts. With re-
gards to this hypothesis, a person name should be discovered
in speech recognition outputs by considering its context, even
if the name has not been proposed by the ASR system. These
conditions are very suitable for automatic processing since
most of the proper names are OOV words, which are, by na-
ture, unpredictable by ASR systems.

Our approach consists in capturing name-to-context de-
pendencies by using statistical models. Classical techniques
rely on short-term context-modeling, or on long-term co-
occurrences represented in a Vector Space Model (VSM). On
the one hand, short-term context models are generally based
on n-gram statistics, where n is lower than 6 due to complex-
ity reasons. Consequently, these models miss long-term word
dependencies that bring semantic and pragmatic information.
On the other hand, co-occurrence models represent a docu-
ment as a bag of words, without any information related to its
temporal structure. Therefore, the estimate of co-occurrence
statistics in VSM is possible on relatively limited corpus, but
critical information, such as word sequentiality notably, is
definitely lost.

Here, the focus is made on the extraction of discriminant
information held by the words surrounding proper names. In-
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Fig. 1. A general framework for extracting and modelling
lexical contexts of spoken person names

deed, we consider the temporality of words in contexts as an
important feature, just as in N-grams and rule-based meth-
ods. Moreover, we assume that medium- and long-term word
dependencies could bring relevant information to the latent
proper name. This is especially verified in broadcast news
documents, where many OOV names occur exclusively in the
specific context of the event they are involved in.

For these reasons, we propose a vector representation
holding information relative to the positions of words in the
contexts, coupled with a larger context window comparable
to those used in contributions based on b-o-w representa-
tion. Indeed, the later permits not to exclude the case where
discriminant information may stay in sentences located at
several tens of words from the person name. This original
approach is integrated in the general architecture, pictured in
Fig. 1, which counts three steps, described below, dedicated
to the modelling of contexts for one given person name from
examples found in a text database.

3.1. Context Characterization

Let’s consider one given person name W , and assume that we
dispose of a corpus of errorless text documents. The first step
consists in estimating, from this collection of name contexts,
the model that will be able to spot the missing proper name W
from ASR outputs.

In a formal manner, a context is a sequence of 2N + 1
words centred on one person name. The system first extracts
from documents of the database, all the contexts CW asso-
ciated with W . This set of contexts is denoted SCW

. Doc-
uments of the corpus have been pre-processed by removing
punctuation marks and by turning texts to lower case, like in
ASR outputs.

In a second time, we run a Part-Of-Speech (POS) tag-
ger [21] on the contexts. The words tagged as NOUN, VERB
and ADJECTIVE are kept but replaced by their lemmatized
forms. The words that do not match these POS are substituted
with the tag ’NULL’. Finally, this process removes function
words, and reduces the lexicon of SCW

by considering the
canonical forms of words. The substitution by a flag, of the
other words, we do not alter the absolute positions of words
composing the context. At the end of this second step, we
build an overall lexicon LW by considering all the lemma-
tized words occurring at least one time in the contexts of
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SCW
. The lexicon LW holds the lexical information of our

context representation.
By definition, a context is a sequence of words w(i) cen-

tred around W , where i is for the relative position of wi com-
paring to W :

w−N ... w(−1) W w(+1) ... w(+N)

Words are weighted according to their positions in the
context. The weighting takes into account that words closer
to W should be more characteristic to this person name than
further words in the context. For a word w(i) situated at the
position i, the weight Pw(i) is computed with

Pw(i) =
1 + log 10
1 + log |i|

, i 6= 0

The function is not defined in 0 since the latent word W is
supposed to be unobserved.

By combining the lexicon LW and weighted words of
each context CW of SCW

we build a matrix denoted MW , in
which a line represents one context, a column corresponds to
one word of LW , and the cells are filled with its weighted po-
sition Pwi . When a word appears several times in one context,
the word will be considered only one time with its occurrence
closest to W . If a words of LW does not appear in a context,
its corresponding cell in MW is set with the 0 value.

3.2. Dimension Reduction

The preceding step has produced a matrix MW with dimen-
sions C × L, where C is the number of contexts extracted
from the training document set, and L is the size of the overall
lexicon. Since this matrix contains an important proportion of
values equal to 0, a dimension reduction strategy is necessary.
Here, a Singular Value Decomposition is applied as follows,
and aims at reducing the sparsity of data while decreasing the
dimension of the lexicon.

The dimension reduction is achieved by separating the
matrix MW into three different matrices :

MW = U × Σ× V T

where Σ stands for a diagonal matrix, and U and V are or-
thogonal matrices. Vectors composing Σ are re-ordered ac-
cording to the highest singular values. The dimension reduc-
tion is, then, achieved by deleting the dimensions that present
the less variation. The matrix transformation is obtained with
the product of MW by V . The SVD of these large sparse
matrices has been done with the SVDLIBC toolkit.

3.3. Name Spotting

The reduced space resulting from SVD allows to map each
word sequence in a low dimension feature vector. The spot-
ting process will operate at this level, by searching a matching

context in the feature vector stream obtained from the ASR
output word stream.

Name-context model are trained to detect, whether an un-
known lexical context corresponds or not to a given name in
this feature vector stream,. We chose to use a Linear Support
Vector Machine classifier with a 2-class SVM. Our classifi-
cation strategy relies on the concurrence between two contra-
dictory context matrices.

The first context matrix is MCW
, it contains the contexts

centred on the person name W . This is called the accep-
tance matrix of W . The second is a rejection matrix of W .
It has been build with contexts where the person name W is
not present. This second matrix aims at reducing errors from
ambiguous contexts. The SVM classification has been done
thanks to the libSVM tool [22].

4. EXPERIMENT

4.1. Experimental context : the PERCOL Project in the
REPERE Challenge

This work has been realized in the context of the PERCOL
Project1 dedicated to the automatic named identification of
persons in TV programs using mutimodal information like
speaker recognition, speech analysis and video processing
(face tracking and recognition). For three years, PERCOL
project partners participate to annual evaluation campaigns
organized within the REPERE challenge [23]. The experi-
ments presented in the paper have therefore been done with
the REPERE challenge development data.

4.1.1. Context corpus

The contexts used to build the acceptance and rejection ma-
trices are taken from three different kinds of document sets.
The first set is composed of around 135,000 news texts pro-
duced by AFP (Agence France Presse) in 2009 and 2011. The
second set is a dump of Wikipedia 2012. It counts around one
million and two hundred thousand articles. A last set contains
the manual transcriptions of 280 hours from French Radio
and TV shows from past French evaluation campaigns (ES-
TER1&2, EPAC, ETAPE and previous documents provided
by the REPERE challenge).

4.1.2. Evaluation Corpus

In this experiment, test data are taken from a development
corpus provided by REPERE’s organizers in the purpose of
the second evaluation campaign. It counts 135 audio files
for a total of 24 hours of annotated speech initially including
4,172 annotations of spoken person names. We have reduced
this set to 4,130 spoken name occurrences by removing per-
sons for which the real identity cannot be established. These

1funded by the French national research agency : ANR
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cases typically correspond to anonymous people calling dur-
ing a TV show to ask a question to the show participants. The
spoken names we kept correspond to 845 different identities
among which can be found, in the largest proportion, the jour-
nalists animating the shows, French and foreigner politicians,
sport players, famous people etc. In this test set, 40% of the
identified persons account for 85% of the spoken name an-
notations. Names of the lasting 60% identified persons are
pronounced not more than twice.

4.2. Automatic Speech Recognition

Speech recognition outputs yielded from the test data have
been produced with the system of the LIA [24]. The ASR
output scoring tool reports a 29.4% WER. Moreover, it has
to be noted that the lexicon used in the ASR system contains
lexical units found in around 66% of the name shapes present
in the annotation. Neverthless, this value is an optimistic es-
timate since it does not take into account the variability of
spoken name pronunciations that really occur in the test set
and how many of them are covered by the ASR.

4.3. Learning Name Models

In this experiment, we set the length of the observation win-
dows used for context extraction to 201 words (i.e. a 2N + 1
word window centred on a person name with N = 100).

At the end of the context extraction, we observed that no
context at all have been found for 83 person names. More-
over, from the set of 845 person names present in the man-
ual annotation, only 323 names (38.2% of the person names)
count more than 100 extracted contexts. This 323-speaker set
covers 63.3% of the overall number of spoken name occur-
rences of the test data (2,615 occurrences on a total of 4,130).
Under this condition, for this experiment, the set of person
names is limited to these 323 names. For each of them, con-
texts are then used for the model training. Once built, each
context matrix is reduced to 100 dimensions by SVD. At the
classification step, in order to learn a more discriminant SVM
classifier, for a given name W , we build the corresponding
rejection matrix using a random sampling of the contexts of
person names different from W .

5. RESULTS

We propose to achieve spoken name recognition and local-
ization in the ASR output stream at the scale of speech seg-
ments. Our baseline system consists in directly looking for
the person names in the 1-Best ASR output using regular ex-
pressions. Since our method assumes that a person name can
be discovered in ASR results even if the spoken name is not
present in the automatic transcriptions, we are interested in
evaluating if our temporal and lexical context representation

has captured enough contextual information to learn discrim-
inant model. On the other hand we also want to evaluate the
complementarity of the baseline with our proposition

The scoring is done by considering in the manual refer-
ence only the 323 person names for which we have been able
to learn a context model. The test set therefore contains 2, 615
spoken occurrences. The evaluation reports that 21% (549
occ.) of spoken names cannot be found neither in the ASR
outputs, nor with the context model. We have also evaluated
that 40% of the spoken names can be found directly either
in automatic transcriptions, or by using context models. Our
context based method is unable to find 14% of the occurrences
while the spoken name has been found using regular expres-
sion. But a very interesting result lays in the observation that
25% of spoken names can be correctly extracted using our
approach, while this results cannot be found in the ASR out-
puts. This last result confirms the validity of our fundamental
assumption. Finally by considering the combination of these
two approaches (baseline + our approach), we have found that
79% of the considered spoken names have been correctly dis-
covered.

6. CONCLUSION AND PERSPECTIVES

In this paper, we have presented a context-based method for
retrieving spoken person names in the 1-Best ASR outputs
of broadcast TV shows. Our approach assumes that a per-
son name occurence is dependent from the lexical context
it appears in, and the modeling of name-to-context depeden-
cies could help the spotting of person names in ASR outputs.
Starting from this idea, we proposed a modeling paradigm
where contexts are represented by features vetors that inte-
grate the temporal structure of large-span lexical contexts.
These vectors are reduced by a classical SVD process, and
SVM models are trained to identify the targeted person names
in the low-dimension feature-vector space.

Experiments have been conducted on the data sets of the
REPERE Challenge. Results validate our hypothesis and the
efficiency of the proposed modeling paradigm : this method
improve from 54% to 79% the person name detection rates.

Future works in short-term delay will consist in increasing
the number of person name model for the next evaluation of
the REPERE challenge. We will as well investigate the use of
confidence measures provided by the ASR systems in order to
increase our system accuracy. Moreover, once spoken name
have been detected we could try to investigate way to answer
the question who is talking to who? and about who are person
speaking about? by applying methods like those found in [25,
26].
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