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ABSTRACT 
 

This paper proposes to use Laplacian Probabilistic Latent 
Semantic Analysis (LapPLSA) for broadcast news story 
segmentation. The latent topic distributions estimated by 
LapPLSA are used to replace term frequency vector as the 
representation of sentences and measure the cohesive 
strength between the sentences. Subword n-gram is used as 
the basic term unit in the computation. Dynamic 
Programming is used for story boundary detection. 
LapPLSA projects the data into a low-dimensional semantic 
topic representation while preserving the intrinsic local 
geometric structure of the data. The locality preserving 
property attempts to make the estimated latent topic 
distributions more robust to the noise from automatic 
speech recognition errors. Experiments are conducted on 
the ASR transcripts of TDT2 Mandarin broadcast news 
corpus. Our proposed approach is compared with other 
approaches which use dimensionality reduction technique 
with the locality preserving property, and two different 
topic modeling techniques. Experiment results show that 
our proposed approach provides the highest F1-measure of 
0.8228, which significantly outperforms the best previous 
approaches. 
 

Index Terms— story segmentation, dimensionality 
reduction, topic modeling, laplacian probabilistic latent 
semantic analysis 
 

1. INTRODUCTION 
 

Story segmentation is the task of partitioning a multimedia 
stream into a number of units each addressing a main topic 
or a coherent story [1]. Manual segmentation is accurate but 
labor-intensive, costly and infeasible due to the exponential 
growth of multimedia data. Therefore, automatic story 
segmentation approaches are highly in demand. 

Taking advantage of the lexical-cohesion based approach 
which originated from text segmentation [2-4] has been 
widely studied. In this way, the audio portion of the 
multimedia stream is firstly passed to an automatic speech 
recognition (ASR) system and lexical cues are extracted 
from the ASR transcripts. Lexical cohesion [5] refers to the 
phenomenon that terms in a coherent story tend to hang 
together by semantic relations and different stories tend to 
use different sets of terms. Term repetition is the most 

common appearance of the lexical cohesion phenomenon. 
Therefore, the cohesive strength between sentences is 
usually measured using the cosine similarity between the 
term frequency vectors of different sentences. Cohesive 
strength scores are then used to detect story boundaries 
based on local [6, 7] or global [8] optimization. 

The method mentioned above only relies on rigid term 
repetition, while term association in lexical cohesion is not 
considered. Moreover, it suffers from the problems of 
polysemy and synonymy in text. To deal with these 
problems, a topic technique known as Probabilistic Latent 
Semantic Analysis (PLSA) [9] has been introduced to the 
story segmentation task, in which conceptual matching 
through latent topics is considered in measuring inter-
sentence cohesive strength. This method also shows 
significant improvement compared to using Latent 
Semantic Analysis (LSA) [10] in conceptual matching [11]. 
To overcome the overfitting problem of PLSA, Latent 
Dirichlet Allocation (LDA) [12] has been proposed to 
assume each latent topic have a Dirichlet prior. 

Using a geometrically motivated dimensionality 
reduction method known as Laplacian Eigenmaps (LE) [13, 
22] has recently been proposed to improve the performance 
of broadcast news story segmentation [14]. LE projects the 
data (term frequencies in sentences used in [14]) into a low-
dimensional representation while preserving the intrinsic 
local geometric structure of the sentences. The locality 
preserving property attempts to make the algorithm more 
robust to the noise from ASR errors. To further improve the 
segmentation performance, the latent topic distributions 
estimated using PLSA are used to replace the term 
frequency vectors in estimating the LE projection [15]. 
Despite the promising result of this PLSA-LE approach, the 
parameters in PLSA and LE are estimated independently. 
We believe that certain information is lost in constructing a 
Laplacian matrix for estimating the data projection. To 
better utilize the benefits of topic modeling techniques and 
LE in data representation, LapPLSA [16] has recently been 
proposed and it shows better text clustering performance 
than PLSA and LDA. LapPLSA considers the information 
from data manifold by constructing a Laplacian matrix, so 
the model estimation maximizes the joint probability over a 
set of training data and simultaneously respects the data 
manifold. 
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In this paper, we propose to use LapPLSA to estimate the 
latent topic distribution of each text block for the story 
segmentation of broadcast news. Note that in the document 
clustering task in [16], the weight matrix which represents 
the similarity between document pairs is constructed in an 
unsupervised manner. The nearest neighbors in terms of 
word occurrences are used in the matrix construction. 
However, in our segmentation task, story boundary 
information is available in the training data, so the natural 
choice is to make use of this information in the matrix 
construction. Moreover, as in [14], we incorporate the 
temporal distances between text block pairs as a penalty 
factor in the weight matrix. 
    Our task is performed on ASR transcripts, which are 
inevitably error-prone and suffer from out-of-vocabulary 
issues. This induces noises on words and breaks certain 
lexical cohesion. To deal these problems, as in [14, 15, 17, 
20], we attempt to use not only word but also subword 
bigram [21] as the basic unit in LapPLSA and the 
measurement of the cohesive strength between text blocks. 
Dynamic Programming (DP) [8] is used in story boundary 
detection. Our proposed algorithm is evaluated on TDT2 
Mandarin broadcast news corpus. Different approaches 
involving the use of PLSA, LDA and LE are compared in 
this work. 
 

2. LAPLACIAN EIGENMAPS 
 

Laplacian Eigenmaps (LE) is a geometrically motivated 
algorithm to project data into a low-dimensional 
representation while preserving the local neighborhood 
information of the data. LE is aimed to make the low-
dimensional representation of sentences robust to the noise 
from ASR errors [14, 15]. 
 

2.1. Construction of weight matrix 
 

Given the ASR transcripts in N units of text blocks, we 

denote the corresponding latent topic distributions 

1 2[ ]N, , ,X x x x  in K , where K is the size of latent topics.  

The details of the construction of the text blocks can be 
found in section 4.1. Note that in our task, a single news 
program is divided into a number of text blocks, each of 
whose starting time and ending time represent story 
boundary candidates. Moreover, the text block construction 
for the test data differs from that for the 
training/development data. However, in [16], each text 
block in which a latent topic distribution is estimated refers 
to an independent and well-defined text document. 

Let G denote a graph with N nodes which represents the 

relationship between text block pairs. We put an edge 
between nodes  i  and j  if 

ix and 
jx  come from the same 

story. We define a weight matrix 
( , 1,2, , )( )ij i j Ns S of the 

graph G  to model inter-sentence cohesive strength as: 

, ,| | | |

2 2

, ,

cos(x , x )
i t j ti j i jt

ij i j

i t j tt t

x x
s

x x
     



 
          (1) 

where cos(x ,x )i j is the cosine similarity between 
ix and 

jx . 

i j



 is the penalty of factor of the distance of i j .   is 

a constant, which is set to 1.0 and 0.9 in training and test 
stages respectively. In the test stage, if the distance between 
two sentences is much larger than the ordinary length of a 
story, the cohesive strength will dramatically decrease 
because of the term | |i j  . t ranges over the latent topics in 

the dimension, and
,i tx is the t

th
 element of distribution 

ix . 
 

2.2. Projection of data 
 

Given the weight matrix S,  we define C  as a diagonal 

matrix whose entries are column (or row, because S is 
symmetric) sums of S . We also define = -L C S , which is 
called Laplacian matrix in spectral graph theory. 

1 n= [ ,..., ]Y y y  is the low-dimensional  representation of 

X . This mapping can be represented by: 

: i if x y                              (2) 

A reasonable criterion for obtaining an optimal mapping 

solution is to minimize the following objective function: 
2( )i j ijij
s y y                            (3) 

Weight
ijs would incur heavy costs if points 

ix and
jx are 

mapped too far or too close to each other. Therefore, 
minimizing the objective function is to ensure that 

iy  and 

jy  have the same local geometrical relationship as between 

ix and
jx . It turns out that for each representation 

iy , the 

objective function can be transformed as: 

2( ) tr( )T

i j ijij
s  y y Y LY                   (4) 

By Rayleigh-Ritz theorem [19], the solution of this function 

could be provided by the lowest Q  eigenvalues for the 

generalized eigenmaps problem:  
T TX X y X X yL C                      (5) 

Y  is the solutions which are in the order of their 

eigenvalues
1 2 Q     .

iy is a Q -dimensional ( Q K ) 

representation of topic distribution vector
ix . 

 

3. TOPIC MODELING 
 

3.1. Probabilistic latent semantic analysis 
 

The essence of PLSA is a latent variable model in which 

each co-occurrence data, i.e., the occurrence of a term 

1{ , , }m Mw W w w  in a particular document 

1{ , , }i Nd D d d  , is associated with an unobserved topic 

variable 
1{ , , }k Kz Z z z  , which  can  be  considered  as a 

class label or topic. It is a generative model for word-

document co-occurrences. 

We obtain a co-occurrence pair ( , )i md w  on the state of 

associated latent variable
kz . Translating the document 

generation process into a probability model results in the 

expression: 

   
1

( , ) ( ) ( | ) ( | )
K

i m i m k k ik
P d w P d P w z P z d


             (6) 
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The conditional probability distributions ( | )m kP w z and 

( | )k iP z d  can be estimated by maximizing the log-likelihood: 

1 1

( , ) log ( , )
N M

PLSA i m i m

i m

n d w P d w
 

                 (7) 

where ( , )i mn d w is the number of occurrences of word
mw in 

document
id . 

The standard Expectation Maximization (EM) alternates 

two steps [18, 23]: i) an expectation (E) step where 

posterior probabilities are computed for the latent variables, 

based on the current estimates of the parameters as: 

( ) ( )
( , )

( ) ( )

m k k i

k i m K

m l l il

P w z P z d
P z d w

P w z P z d



             (8) 

and ii) a maximization (M) step, where parameters in Eq.(8) 

are updated as:  

1

1 1

( , ) ( , )
( )

( , ) ( , )

N

i m k i mi

m k M N

i j k i jj i

n d w P z d w
P w z

n d w P z d w



 




 
           (9) 

1
( , ) ( , )

( )
( )

M

i j k i jj

k i

i

n d w P z d w
P z d

n d



              (10) 

with an initial random value. PLSA alternately applies the 

E-step and M-step until a convergence threshold is met. 
 

3.2. Laplacian probabilistic latent semantic analysis 
 

Notice that PLSA fails to discover the local geometrical 

structure in the sentence. There is no decipherable relation 

between
1, ,{ ( ) }D i i NP P d  and the conditional probability 

distribution ( | )k iP z d . This makes the knowledge of
DP  

unlikely to be useful. To address this issue, LapPLSA 

makes a specific assumption about the connection between 

DP  and ( | )k iP z d . In LapPLSA, if two documents  

1 2,d d D  are close in the intrinsic geometry of 
DP , then the 

conditional probability distributions 
1( | )kP z d and 

2( | )kP z d  

are similar to each other. So we would obtain a document 

manifold which can be approximated through the graph G 

(as the one defined in section 2.1) on a scatter of data points. 

We also define the weight matrix S , diagonal matrix C  

and Laplacian matrix L  as in section 2. To make the 

conditional probability distributions sufficiently smooth, we 

minimize the following function: 

2

, 1

1
( ( ) ( ))

2

N

k k k iji j
i j

P z d P z d s


                  (11) 

LapPLSA parameters are estimated by minimizing the 

following regularized log-likelihood: 

1

K

LapPLSA PLSA k

k

  


                        (12) 

where is the regularization parameter. 

Similar to PLSA, LapPLSA paremeters are updated 

iteratively by an E-step and an M-step. The E-step in 

LapPLSA is the same as that in PLSA. In the M-step, we 

define: 

1

Q ( ) Q ( )
K

LapPLSA PLSA k

k

  


                    (13) 

where Q ( )LapPLSA  and Q ( )PLSA   are the expected data log-

likelihood for LapPLSA and PLSA respectively. 

The computation in the M-step is summarized as follows: 

1. compute ( )( | ) t

j kP w z   and  ( )( | ) t

k iP z d  as in Eq.(9) and 

Eq.(10) respectively, where ( )t  represents the -tht  

iteration in the current M-step; 

2. update ( 1)( | ) t

k iP z d  with ( )( | ) t

k iP z d  as follows: 

( )

1( 1) ( )

1

( | )
( | ) (1 ) ( | )

N t

ij k ijt t

k i k i N

ijj

s P z d
P z d P z d

s
 





  



     (14) 

3. repeat step1 and step 2 until ( 1) ( )Q( ) Q( )t t   . 

 

4. OUR PROPOSED APPROACH FOR STORY 

SEGMENTATION  
 

4.1. Data preprocessing and latent topic estimation 
 

For the training data, ASR transcripts with manually labeled 
story boundary tags are used. Text streams are broken into 
block units, each of which is a complete story. In the test 
data to be segmented, since there is no boundary 
information available, the text streams are divided into 
block units using the time labels of pauses in the ASR 
transcripts. If a pause duration is longer than 1.0 sec, it is 
considered as a story boundary candidate. This approach is 
compared with the formation of overlapping fixed-number-
of-word pseudo-sentences [14]. No significant difference 
between the two approaches in story segmentation 
performance is found in a preliminary test. Note that if the 
ASR transcripts are at word level, and sub-words are used 
as the basic units in LapPLSA and the measurement of 
cohesive strength, word-to-subword conversion is needed. 

Given the text blocks of the training data, term 
frequencies in each text block, a weight matrix ,S and a 

Laplacian matrix L  are obtained. These are used for 
LapPLSA parameter estimation as described in section 3.2 
with a preset topic number.  This estimation process yields  

( | )j kP w z  as term distribution over a certain latent topic
kz . 

Then folding-in process is used to get the latent topic 
distribution of the other text blocks from the test data. 
 

4.2. Story boundary detection 
 

In story boundary detection, Dynamic Programming (DP) is 
used to obtain the global optimal solution. DP can more 
effectively capture smooth story shifts, compared with 
classical TextTiling method [6]. When using DP for story 
boundary detection, a target function can be defined as 
follows: 

2

1 ,

( )
t

Ns

i j

t i j Seg 

   z z                       (15) 

where zi
 and zi

  are the latent topic distributions of text 

blocks i  and j  respectively. 2|| ||i jz z is the Euclidean 

distance between the two distributions. tSeg defines a set of 
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text blocks that are assigned to a story. 
SN is the number of 

stories. The story boundaries which minimize the target 
function   form the optimal results. 
 

5. EXPERIMENTAL SETUP 
 

We conducted experiments on the ASR transcripts of 53- 
hour TDT2 VOA Mandarin broadcast news corpus as in 
[15]. The 177 news programs of the corpus were separated 
into three non-overlapping sets: a training set of 90 
programs for parameter estimation in topic models and LE, 
a development set of 43 programs for empirical tuning and 
a test set of 44 programs for performance evaluation. 

The following five approaches, in which DP is used in 
story boundary detection, were evaluated in the experiments: 

·PLSA-DP: PLSA topic distributions were used to com-

pute sentence cohesive strength. 

·LDA-DP: LDA topic distributions were used to compute 

sentence cohesive strength. 

·PLSA-LE-DP: PLSA topic distributions followed by LE 

projection were used to compute sentence cohesive 
strength. 

·LDA-LE-DP: LDA topic distributions followed by LE 

projection were used to compute sentence cohesive 
strength. 

·LapPLSA-DP: LapPLSA topic distributions were used to 

compute sentence cohesive strength. 

We evaluate these story segmentation approaches using 

both word unigram and syllable bigram. The syllable 

sequences were obtained from the word transcripts using an 

in-house Mandarin word-to-syllable lexicon. F1-measure is 

used as the evaluate criterion. We follow the evaluation rule 

in TDT2: a detected boundary is considered correct if it lies 

within a 15-second tolerant window on each side of a 

reference boundary. 

The convergence threshold in LapPLSA, PLSA and LDA 

was set to 41.0 10e . The number of latent topics in PLSA-

DP was set to 64 according to the empirical tuning on word 

unigram. For a fair comparison with PLSA, the number of 

latent topics in LDA-DP was set to 64. In PLSA-LE-DP 

approach, after the number of latent topics was fixed to 64, 

the dimensionality after LE mapping was set to 32 

according to the empirical tuning on word unigram. For a 

comparison with PLSA-LE-DP, the number of latent topics 

in LapPLSA-DP was set to 32.  
 

6. EXPERIMENTAL RESULTS AND ANALYSIS 
 

Table I provides the story segmentation results on the test 
set in terms of F1-measure. These results reveal the 
following observations: 

· LapPLSA-DP on syllable bigram performs the best 

(0.8228). Among all the approaches on word unigram, 

LapPLSA-DP also performs the best (0.8142). This 

demonstrates that considering the intrinsic manifold of 

the data in latent topic estimation is important. 

LapPLSA-DP achieves a 14% relative F1-measure 

improvement (from 0.7411 to 0.8228) over PLSA-LE-

DP on syllable bigram. 

·Applying LE on PLSA/LDA topic distributions performs 

better than the corresponding approaches without using 

LE. This implies that the intrinsic local geometrical 

structure of the data carries important information for 

obtaining better latent topic distributions, though LE 

operates on the topic distributions estimated by 

PLSA/LDA. Note that PLSA/LDA dose not consider the 

intrinsic local geometrical information of the data in the 

parameter estimation, so much information is lost in a 

certain extent. 

· In all the five approaches, using syllable bigram per-

forms better than using word unigram. This result is 

consistent with that in previous works [14,15,17,20]. But 

this performance improvement by using syllable bigram 

becomes diminished in LapPLSA-DP. 

·LDA and PLSA perform similarly (i.e., PLSA-DP vs. 

LDA-DP and PLSA-LE-DP and LDA-LE-DP) though 

LDA is believed to successfully address the overfitting 

issue in PLSA. PLSA does slightly better in both sets of 

comparisons.  
 

Table I story segmentation results (F1-measure) 

 Word Unigram Syllable Bigram 

PLSA-DP 0.6398 0.6612 

LDA-DP 0.6317 0.6594 

PLSA-LE-DP 0.7102 0.7411 

LDA-LE-DP 0.6954 0.7334 

LapPLSA-DP 0.8142 0.8228 

 

7. CONCLUSIONS 
 

We purpose to use LapPLSA for broadcast news story 

segmentation. We compute the cohesive strength between 

sentences using the latent topic distributions estimated by 

LapPLSA. Our experiments on the ASR transcripts of 

TDT2 Mandarin broadcast news corpus show that the 

LapPLSA-DP approach brings a significant improvement 

over the previous best PLSA-LE-DP approach. This 

indicates the importance of the computation of latent topic 

distributions with respect to the intrinsic manifold of the 

data simultaneously. Although the use of LapPLSA for 

topic representation was first proposed for the document 

clustering task without any training labels associated to the 

documents, our experiments show that LapPLSA also 

works promisingly on the story segmentation task with 

labeled training data. 
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