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ABSTRACT

Videolectures are currently being digitised all over the world
for its enormous value as reference resource. Many of these
lectures are accompanied with slides. The slides offer a great
opportunity for improving ASR systems performance. We
propose a simple yet powerful extension to the linear interpo-
lation of language models for adapting language models with
slide information. Two types of slides are considered, correct
slides, and slides automatic extracted from the videos with
OCR. Furthermore, we compare both time aligned and un-
aligned slides. Results report an improvement of up to 3.8 %
absolute WER points when using correct slides. Surprisingly,
when using automatic slides obtained with poor OCR quality,
the ASR system still improves up to 2.2 absolute WER points.

Index Terms— language model adaptation, video lec-
tures

1. INTRODUCTION

Online multimedia repositories are rapidly growing and im-
posing themselves as fundamental knowledge assets. This is
particularly true in the area of education, where large reposi-
tories of video lectures are being built relying on increasingly
available and standardised infrastructure [1, 2, 3, 4]. This
repositories are making the education accessible to a wide
community of potential students. As with many other repos-
itories, most lectures are not transcribed because of the lack
of efficient solutions to obtain them at a reasonable level of
accuracy. However, transcription of video lectures is clearly
necessary to make them more accessible. Also, they would
facilitate lecture searchability and analysis, such as classifi-
cation, summarisation, or plagiarism detection. In addition,
communities of people with hearing disabilities would be able
to follow the lectures just by reading the transcriptions.

Manual transcription of these repositories is excessively
expensive and time-consuming and current state-of-the-art
automatic speech recognition (ASR) has not yet demonstrated
its potential to provide acceptable transcriptions on large-
scale collections of audiovisual objects. However, it has such
potential by simply exploiting the rich knowledge we have
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at hand. More precisely, in this kind of videos the speaker is
accompanied by some kind of background slides during its
presentation. In these cases, a strong correlation can be ob-
served between slides and speech. Consequently, this slides
provide an interesting opportunity to adapt general-purpose
ASR models by massive adaptation from lecture-specific
knowledge.

The proposed scenario is considered by some projects
which aim at providing full set of transcriptions for online
lecture repositories. Our work is framed in the European
transLectures [5, 6] project, which is explained in Sec-
tion 2 and whose objective is to develop innovative and
cost-effective solutions to produce accurate transcriptions
and translations in VideoLectures.NET and poliMedia [7]
through the free and open-source platform Matterhorn [8].

Within the framework of the transLectures project, our
intention is to improve the video lectures transcriptions of the
poliMedia database by adapting language models to the con-
tent of the slides. We consider two different scenarios: (i)
correct transcriptions of slides is available, (ii) only the video
of the lecture is available and the text has to be extracted with
automatic techniques. The first scenario represents an ideal
scenario where the slide text is correctly extracted from the
slide and aligned with the speech, so that for a given speech
segment, the used slide is known. The second scenario is the
worst case in which an electronic copy of the slides is not
available and then the text has to be directly extracted from
the video. Specifically, we applied the simple OCR approach
described in Section 3.

The idea of using lecture slides is not new and has al-
ready been explored by some authors [9, 10]. However, these
works typically assume a perfect transcription of the slides,
and do not take into account slide synchronization since they
are mainly focused on keyword detection for indexing. In [9]
a fairly small database is used to report slight improvements
in keyword detection. Surprisingly enough in [9] slide adap-
tation is performed without using a simple linear interpolation
of models and 3 sophisticated techniques are proposed. Au-
thors argue that preliminary results with linear interpolation
did not report improvements.

In contrast to previous works, we obtain improvements of
up to 3.8 absolute WER points with respect to a strong base-
line, which is obtained from several external corpus such as
Google n-grams [11], by simply extending linear interpola-
tion of language models to the slide properties in section 4.
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Fig. 1. A poliMedia video capture

Specifically, the main contributions of this work are the fol-
lowing: (1) linear interpolation method [12] is extended to
the peculiarities of lecture slides; (2) this extension is com-
pared with a competitive baseline trained with several exter-
nal sources (3) we compare both correct slide text and slide
text automatically extracted from the video lectures by OCR;
(4) the effect of using time aligned slides is assessed; (5) our
approach reports experimental improvements in Section 5 of
up to 3.8 % absolute WER points or 14.5 % relative, which
correspond to an improvement of 59 absolute points in terms
of perplexity or 34% relative.

2. transLectures

The aim of the transLectures project is to develop in-
novative, cost-effective solutions to produce accurate tran-
scriptions and translations in VideoLectures.net and poliMe-
dia through a free and open-source platform called Matter-
horn [8]. Matterhorn is a platform designed to support the
creation and management of educational audio and video
content.

The poliMedia database was created for production and
distribution of multimedia educational content at the UPV.
Lecturers are able to record lectures under controlled con-
ditions which are distributed along with time-aligned slides.
For the time being, the poliMedia catalogue includes almost
8000 Spanish videos accounting for more than 1000 hours
of lectures of which only about 2000 videos can be accessed
freely. The poliMedia corpus was created by manually tran-
scribing 704 video lectures in Spanish corresponding to 100
hours so as to provide in-domain data sets for training, adap-
tation and internal evaluations in the transLectures project
(basic statistics are shown in table 1). Only open access video
lectures were transcribed so that the corpus will be acces-
sible by the research community beyond the scope of the
transLectures project.

A typical video capture from a poliMedia video lecture is
depicted in figure 1. The lecturer is localised at the right side
of the screenshot, while the slides are shown at the left side of
the video.

Table 1. Basic statistics of poliMedia corpus.
Time Vocabulary

Lectures (hours) # sentences # words size
train 655 96 41.5K 96.8K 28K
dev 26 3.5 1.4K 34K 4.5K
test 23 3 1.1K 28.7K 4K

3. SLIDES TEXT RETRIEVAL

In many online repositories the electronic format of the slides
is typically not available together with the video. For in-
stance, in the poliMedia case described in Section 2 uploading
the slides with the video is an optional step that is many times
disregarded. Consequently, there are two types of videos:
those with the slides attached, and those without slides. For
the former, slides text extraction only depends on tools such
as pdf2text. Conversely, for the latter, slides must be auto-
matically extracted from each video lecture. This automatic
process is divided into 2 steps: first the slide is detected, and
then a OCR tool, such as Tesseract, is used to extract the text
from the detected slide.

Regarding the slide detection technique a very naive yet
effective technique is proposed. Specifically, we count the
changing pixels from frame to frame, and determine that
a change in the slide has been performed if the number of
changing pixels exceeds a specified threshold. Each time a
new slide is detected, the corresponding frame is captured
and passed to the Optical Character Recognition tool.

OCR has become an important and widely used technol-
ogy for document annotation. However, when dealing with
complex images the results turn out to be not as good [13]
where an appropriate image preprocessing, text-line detec-
tion and text post-processing steps are fundamental. We used
Tesseract[14] for optical character recognition (OCR).

Two different OCR approaches have been applied using
Tesseract. Firstly, we carried out a slide recognition pro-
cess where each slide was recognised according to different
Tesseract parameter configuration in order to improve the
transcriptions results. After the recognition, the output was
filtered by some simple word generation rules.

Unfortunately, the previous approach provided poor per-
formance due to irregular slide structure such as images,
charts, tables and a wide variability in background and font
colors. Consequently, for the second approach, we devel-
oped a preprocessing module which applies various filters
such as despeckling, enhancing or pixel negation and ob-
tains different versions of the same slide by applying several
thresholds for binarisation. Each preprocessed slide version
is processed by Tesseract and post-processed combining all
the outputs. This process dramatically improved the accuracy
of the obtained text.
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4. LANGUAGE MODEL ADAPTATION

Our interest is to elucidate whether the slide information
provides useful information with respect to a competitive
LM baseline. If we compare the improvements obtained
by adding slide information to a simple in-domain language
model, we would obviously observe an astonishing improve-
ment. For this reason we built a initial competitive baseline.

In order to build this competitive baseline, several n-gram
models trained from different out of domain corpora were lin-
early mixed together with the in-domain model as follows.
Let w be the current word within a sentence, and let h be the
n − 1 previous words, then the mixture is made by linear in-
terpolation as follows:

p(w|h) =
∑
i

λipi(w|h) (1)

where λi is the weight of the linear interpolation correspond-
ing to the i-th n-gram model pi(w|h). The weights {λI1}must
add up to 1 so that the mixture is a probability. Finally, these
weights are used to adapt the model by optimising them with
the EM algorithm to maximise the log-likelihood or equiv-
alently to minimise the perplexity of a given development
set [12].

Corpora used for the baseline are described in Section 5.
In order to adapt the baseline, we add one or two language

models to the linear interpolation discussed above. Specifi-
cally, we considered two approaches:

1. Add an extra model trained using the whole text of the
slides used for the current video

2. Add two models, the previous model together with an-
other trained only with the text in the current slide.

For the first case, given a video V , its adapted language
model is defined as follows:

p(w|h, V ) =
∑
i

λipi(w|h) + λV pV (w|h) (2)

where V stands for the current video, pV (w|h) for the lan-
guage model trained on the video.

In order to optimise the λV parameter, we had to extend
the optimisation proposed in [12] to allow a changing lan-
guage model, since the model pV (w|h) varies from one video
to another, and the development set is supposed to be made
up of several videos. In this way, we obtain a general param-
eter for all the slides. However, there are videos for which the
slides do not contain text or do not make use of slides at all.
Considering this videos as a normal videos will cause a distor-
tion in the calculation of the interpolation weights, specially
for this dynamic video-dependent n-gram model. Therefore,
we add a constraint to the optimisation process such that if the
slide does not contain text, then the λV is forced to be 0.

For the second case, we used a similar approach. How-
ever, similarly to the previous approach, there are several

Table 2. Basic statistics of corpora used to generate the LM
Corpus # sentences # words Vocabulary
EPPS 132K 0.9M 27K
news-commentary 183K 4.6M 174K
TED 316K 2.3M 133K
UnitedNations 448K 10.8M 234K
Europarl-v7 2 123K 54.9M 439K
El Periódico 2 695K 45.4M 916K
news (07-11) 8 627K 217.2M 2 852K
UnDoc 9 968K 318.0M 1 854K

slides which contain little or no text at all, whereas other
slides contain a lot of text. Actually, there is a higher variabil-
ity than that of considering the text of the slides altogether.

If we do not take this problem into consideration when
linearly interpolating the language models, we will observe
that the weight given to the slide dependent model will be
smaller than it should for slides that contain more text, and
the other way around. To amend this problem we use differ-
ent weights for the slide dependent model depending on the
number of words in the slide. We classify the slides in K
classes depending on how many words the slide contains. For
instance, we could consider 3 classes (K = 3): less than 10
words (k = 0), more than 10 but less than 100 (k = 1 and
more than 100 words (k = 2).

For a slide S of a given video V that belongs to the class
k, the linear interpolation of models is given by:

p(w|h, V, S) =
∑
i

λ
(k)
i pi(w|h)+λ(k)V pV (w|h)+λ(k)S pS(w|h)

(3)
where pS(w|h) stands for the model built from the current
slide. For the special case in which the current slide is void,
the first proposed model in Equation 2 is used as a back-off.

5. EXPERIMENTS

The proposed techniques for language model adaptation are
measured in terms of both perplexity and WER obtained with
state of the art ASR system [15]. The acoustic model has
been trained using the poliMedia corpus (Table 1), employ-
ing triphonemes inferred using the conventional CART with
almost 3900 leaves. Each triphoneme was trained for up to
64 mixture components per Gaussian, 4 iterations per mixture
and 3 states per phoneme with the typical left-to-right topol-
ogy without skips. Additionally, speaker adaptation was per-
formed applying CMLLR feature normalisation (full transfor-
mation matrices). The results obtained with this model were
competitive in the last transLectures evaluation.

As for the language model, we computed the baseline
model as discussed in Section 4 by interpolating several in-
dividual language models trained in several corpora. Table 2
summarises the main statistics of the used corpora. For each
out-of-domain corpora we trained a 4-gram language model
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with SRILM [16] toolkit . The individual 4-gram models
were smoothed with modified Kneser-Ney absolute interpola-
tion method [17]. In addition, a language model was trained
from the Google counts corpus [11]. Finally, the training set
of poliMedia (Table 1) was also used as the in-domain cor-
pus. The final interpolated model were also pruned such that
the perplexity increased by less than 2−10. Perplexities ob-
tained for each of this individual models are reported in Table
3. As for the vocabulary, we used the top 50K most frequent
words over all the corpora plus the in-domain vocabulary.

We carried out experiments to analyse the improvement
obtained from using both proposed techniques in section 4
with both automatic and correct slides.

The automatic slides were obtained as described in Sec-
tion 3. The first OCR approach obtained a text WER of 70%
when compared with the correct slides whereas the improved
OCR method dropped it down to 43%. Both automatic ap-
proaches have high WER, and as an additional filtering step
the n-gram counts extracted from the automatic slides were
filtered erasing all the n-gram containing characters out of
the Spanish alphabet.

Results are summarised in Table 4. First row show the
baseline result of 24.8 points of WER (a). When adding a
a 3-gram language model trained with the text of the correct
slides for the whole video, as discussed in Equation (2), the
WER drops down to 21.2 (c). This is an improvement of 3.6
absolute WER points. Since including the slides also extends
the vocabulary, we also computed the results obtained includ-
ing this vocabulary in the baseline (b). It is then observed that
the vocabulary accounts for 1.4 of improvement out of the 3.6
WER points reported by the video-dependent LM.

In Table 4, we also assess the improvement obtained when
introducing synchronized fined-grain slide models besides the
video-dependent model (d). Due to the small amount of text
in the development slides we decided to use 2-grams instead
of 3-grams. The models were smoothed with modified Kneser
Ney, and whenever the smoothing method failed, we reduced
the order of the 2-grams down to 1. As explained in Section
4 we need to consider different situations depending on the
amount of text in the slide. Specifically, we used 5 length
classes depending on the number of words in the slide: be-
tween 1 and 10, between 11 and 40, more than 40 or 0 words,
differentiating in that last case if only the current slide is
empty or the whole video presentation is. Unfortunately, the
results (d) report only small gains of 0.2 % absolute points in
terms of WER. Hence, the synchronisation information does
not seem relevant for our approach.

Finally, we ran experiments with the video-dependent lan-
guage models but using the OCR extracted slides. Results are
shown in Table 4. Surprisingly, the first OCR approach (e)
(70% of WER with respect to the correct slide text) incurred
in an improvement of 2 % absolute points of WER. This re-
sults is quite impressive taking into account that most of the
text extracted from the slide is wrong. Finally, the improved
OCR approach (f) furher improved this result up to 2.2 % ab-

Table 3. Perplexities and OOV words on the development
and test sets for all corpora

Perplexity OOVs (%)
Corpus dev test dev test
EPPS 543.7 710.8 8.21 12
news-commentary 636 747.7 6.73 9.4
TED 615.6 521.2 6.59 7.94
UnitedNations 754 802.9 7.77 10.94
Europarl-v7 460.6 605.7 5.75 8.59
El Periódico 450.2 545.9 5.95 8.61
news (07-11) 358.9 747.6 5.64 7.99
UnDoc 544.9 802.8 6.10 9.21
Google 1370.3 1954.8 4.71 6.95
poliMedia train 317.9 332.5 4.61 5.23

Table 4. WER (%) and PPLs on the poliMedia corpus for
several adapted language models

Development Test
PPL WER PPL WER

(a)Baseline 140.8 22.1 172.1 24.8
(b)Baseline + Slides vocab 150.8 21.6 195.7 23.4

(c) Correct Slides(3-gram) 96.6 20.5 113.2 21.2
(d) C. Slides+SYNC(±0) 96.6 20.6 113.3 21
(e) OCR Slides(3-gram) 126.8 21.7 147.3 22.8
(f) OCR Improved(3-gram) 111.3 21.4 131.8 22.6

solute points of WER.

6. CONCLUSIONS

A simple yet effective method for adapting language models
for video lectures using the information from slides is pro-
posed. Our proposal involves two levels of adaptation: add
the full presentation language model and adding both full pre-
sentation and current slide models. The proposed models re-
port improvements up to 15% relative and 3.8% absolute in
terms of WER.

Time aligned slides seem not to provided valuable infor-
mation over the text slides, since currend-slide models do not
significantly improved video-based models.

Two different scenarios were considered: one in which
the correct slides text was available and the other where only
the slide image was available and the text had to be extracted
using OCR tools. Surprisingly, automatic slides proved to be
valuable even when they contain a large number of errors as
long as they are automatically filtered.

It has been observed that many times, lecturers refer to
future slides when showing current slides. In the future, we
intend to use a window of ±1 or ±2 slides for the single slide
model to get more context for better using time-aligned slides.
Additionally, we intend to compare our approach with cache
language models.
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