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ABSTRACT

We propose a novel context-based probabilistic latent seman-
tic analysis (PLSA) language model for speech recognition.
In this model, the topic is conditioned on the immediate his-
tory context and the document in the original PLSA model.
This allows computing all the possible bigram probabilities
of the seen history context using the model. It properly com-
putes the topic probability of an unseen document for each
history context present in the document. We compare our ap-
proach with a recently proposed unsmoothed bigram PLSA
model where only the seen bigram probabilities are calcu-
lated, which causes computing the incorrect topic probability
for the present history context of the unseen document. The
proposed model requires a significantly less amount of com-
putation time and memory space requirements than the un-
smoothed bigram PLSA model. We carried out experiments
on a continuous speech recognition (CSR) task using the Wall
Street Journal (WSJ) corpus. The proposed approach shows
significant reduction in both perplexity and word error rate
(WER) measurements over the other approach.

Index Terms— Topic models, bigram PLSA models,
speech recognition, word co-occurrence, statistical language
model

1. INTRODUCTION

Statistical n-gram LMs suffer from shortages of long-range
information, which limit performance. To capture the long-
range information, one of the earliest attempts was a cache-
based LM that took advantage that a word observed earlier
in a document could occur again. This helps to increase
the probability of the seen words when predicting the next
word [1]. A similar idea was used in trigger-based LM adap-
tation, which uses a maximum entropy approach [2] to raise
the probability of unseen but topically related words. In ad-
dition recently, latent topic analysis has been used broadly
to compensate for the weaknesses of n-gram models. Sev-
eral techniques such as Latent Semantic Analysis (LSA) [3],
PLSA [4], and Latent Dirichlet Allocation (LDA) [5] have
been studied to extract the latent semantic information from a
training corpus. These methods have been used successfully

978-1-4799-0356-6/13/$31.00 ©2013 IEEE

8440

dougo@emt ..inrs.ca

for speech recognition [3, 4, 6,7, 8,9, 10, 11]. A bigram LDA
topic model, where the word probabilities are conditioned on
their preceding context and the topic probabilities are condi-
tioned on the documents, has been recently investigated [12].
A similar model but in the PLSA framework called bigram
PLSA model was introduced recently [13]. An updated bi-
gram PLSA model (UBPLSA) was proposed in [14] where
the topic is further conditioned on the bigram history context.

In the UBPLSA model [14], the bigram probabilities for
each topic are modeled and the topic is conditioned on the
bigram history and the document. For each topic, it requires
M distributions, where M is the size of vocabulary. So, it
needs high computation time and huge memory space. How-
ever, this approach is not practical as it assigns zero probabil-
ity to the unseen bigrams. Furthermore, in testing, the model
computes the topic probabilities for the bigram histories that
are present in the test document. However, it cannot com-
pute the topic probabilities for some bigram history contexts
that are present in both the training and test set as the bigram
probabilities for the corresponding bigram histories are zero
because the model assigns zero probability to the unseen bi-
grams. Therefore, the model cannot compute some bigram
probabilities of the test document that should be computed by
the training model. However, those bigram probabilities of
the test document are computed later by the smoothing pro-
cess.

In this paper, we propose a context based PLSA (CPLSA)
model where the topic is further conditioned on the history
context in the original PLSA model. It allows computing all
the possible bigram probabilities for the seen history context
in the training set. Therefore, the topic probabilities for the
history contexts of the test document can be computed prop-
erly. We have seen that the proposed approach gives signifi-
cantly better results over the UBPLSA model [14]. In addi-
tion, it reduces the complexity and memory requirements as
it uses unigram probabilities for topics.

The rest of this paper is organized as follows. Section
2 is used for reviewing the PLSA and the UBPLSA models.
The proposed CPLSA model is described in section 3. The
UBPLSA and the proposed CPLSA models are compared in
section 4. In section 5, the time complexity and memory re-
quirements of the UBPLSA and CPLSA models are analysed.
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The experimental details are explained in section 6. Finally
the conclusions and future work are described in section 7.

2. REVIEW OF PLSA AND UBPLSA MODELS

2.1. PLSA MODEL

The PLSA model [4] can be described in the following pro-
cedure. First a document d; (j = 1,2,...,N) is selected
with probability p(d;). A topic z; (kK = 1,2,...,K) is
then chosen with probability p(zx|d;), and finally a word w;
(i = 1,2,...,M) is generated with probability p(w;|zx).
The probability of word w; given a document d; can be
estimated as:

K
plwildy) =Y p(wilz)p(zx|d;). ¢))
k=1

The model parameters p(w;|2;) and p(zx|d;) are com-
puted by using the expectation maximization (EM) algo-
rithm [4].

2.2. UBPLSA MODEL

Before describing the UBPLSA model, the previous bi-
gram PLSA model is briefly explained. A combination of
PLSA and bigram models was introduced in [13]. Instead
of P(wj|z) in Equation 1, the bigram PLSA model uses
p(w;|w;, zi;) in computing the probability of word w; given
the bigram history w; and the document d;:

p(wj|w;, dp) Zp w;|wg, zk)p(2k|dr).- 2
The model parameters were computed using the EM proce-
dure [13].

The UBPLSA model was recently proposed in [14] which
outperform the previous bigram PLSA model [13]. Here, the
topic probability is further conditioned on the bigram history.
It can model the topic probability for the document given a
context, using the word co-occurrences in the document. In
this model, the probability of the word w; given the document
d; and the word history w; is computed as:

p(wj|w;, dy) prjlwwzk p(zk|wi,di).  (3)

The EM procedure for training the model takes the following
two steps: E-step:

p(w;lwi, 2 )p(2r|wi, di)

Zk|ws, wi, d , (4
Pl i) = Do Plwjlwg, 2 )p(za |wi, dp) @
M-step:
> (wi, wy, dy)p(zelwi, wy, dy)
w;lw;, z ,
plwghws, 21) = 2 2wy wyr, d)p(zr|wi, wyr, di)
%)
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p(elws, di) = > nwi, wyr, d)p(zr|wi, wyr, di)
HEe (w’nwj 7dl) (Zk/|wi7wj/7dl).

YD IAL
(6)

where n(w;,w;,d;) is the number of times the word pair
w;w; occurs in the training document d;.

3. PROPOSED CPLSA MODEL

The CPLSA model is similar to the original PLSA model ex-
cept the topic is further conditioned on the history context
as like the UBPLSA model. To better understand the model,
the matrix decomposition of the CPLSA model is described
in Figure 1. Using this model, we can compute the bigram

documents topics
words documents
words
Plw b d) = Pwlz) | topics | Plzdwid)
. documents . topics
words words documents
P(w|w,,.d) = P(wz,) | topics|  p(z|w,.d)

normalized
co-occurrence matrix
for context words

Mixture weights
for context words

Mixture components

Fig. 1. Matrix decomposition of the CPLSA model

probability using the unigram probabilities of topics as:

K

)= Zp(wj|2k)p(zk|wi,dl)- (N

k=1

p(wjlw;, di

The parameters of the model are computed as: E-step:

p(wjlzk)p(zk|w;, di)
o p(wjlzi )p(z |wi, di)’

®)

(Zk‘wla w]v dl)

M-step:
p(w»\zk) _ Zz’ Zln(wiijvdl)p(zk|wiawj;dl)
/ ZJ/ Zi’ Zl ’I'L(’lU,L'/, wj/, dl)p(zk|wi/, wj/, dl)’
9)
p(zi|ws, dy) = Zg n(wi, wj, di)p(zx|wi, wyr, dp)
k| Wi, Q]

Do 2 nwiy wyr, d)p(zp [wiy wyr, di)”
(10)
From Equations 8 and 10, we can see that the model can com-
pute all the possible bigram probabilities of the seen history
context in the training set. Therefore, the model can over-
come the problem of computing topic probability of the test



document using the UBPLSA model, which causes the prob-
lem in the computation of the bigram probabilities of the test
document.

4. COMPARISON OF UBPLSA & CPLSA MODELS

In our proposed CPLSA model, the topic is conditioned to
the bigram history context and the document as like the UB-
PLSA model [14]. The UBPLSA model upgrades the pre-
vious bigram PLSA model [13] by conditioning the history
context to the topic probability in addition to the document.
In the UBPLSA model, the bigram probabilities of the topics
are unsmoothed in the training procedure. So, using the UB-
PLSA model, the topic weights of the unseen test document
cannot be computed properly as for some history contexts;
the topic probabilities are assigned zeros as the bigram prob-
abilities in the training model are not smoothed. Therefore,
some of the bigram probabilities of the test document cannot
be computed by using the training model. However, they are
later smoothed in the test phase. That approach is not practical
as for the corresponding history context some other bigrams
may be present in the training set. Our proposed CPLSA
model can solve the problem of finding the topic probabili-
ties for the test set as the model can assign probabilities to
all possible bigrams of the seen history context in the training
set. Therefore, the possible bigram probabilities of the test
set can be computed by using the CPLSA model. Moreover,
the model needs the unigram probabilities for topics that can
reduce a vast amount of memory requirements and the com-
plexity over the UBPLSA model. As the UBPLSA model, the
proposed CPLSA model can also be extended to the n-gram
case with increasing complexity and memory space require-
ments.

5. COMPLEXITY ANALYSIS OF THE CPLSA AND
UBPLSA MODELS

The number of free parameters in our proposed CPLSA
model are (M — 1)K + (K — 1)M N, where M, K, and
N are the number of words, the number of topics and
the number of documents, respectively. In contrast, the
number of free parameters for the UBPLSA model are
M(M — 1)K + (K — 1)M N, which is greater than our
proposed CPLSA model. So, the proposed CPLSA model re-
quires smaller memory space than the UBPLSA model [14].

For the E-step of the EM algorithm, the time complexity
of the proposed CPLSA model and the UBPLSA model [14]
are O(MNK) and O(M?N K) respectively. The time com-
plexity for the M-step are O(MNK) and O(KNB) for
the proposed CPLSA and the UBPLSA models respectively.
Here, B is the average number of word pairs in the training
documents [14]. The size of B is obviously greater than the
size of M. Therefore, our proposed CPLSA model also needs
less training time than the UBPLSA model [14].

6. EXPERIMENTS

6.1. Data and experimental setup

We randomly selected 500 documents from the *87-89 WSJ
corpus [15] for training the UBPLSA and the CPLSA mod-
els. The total number of words in the documents is 224,995.
We used the 5K non-verbalized punctuation closed vocabu-
lary from which we removed the MIT stop word list [16] and
the infrequent words that occur only once in the training doc-
uments. After these removals, the total number of vocabu-
lary is 2628. We could not consider more training documents
due to higher computational cost and huge memory require-
ments for the UBPLSA model [14]. For valid comparison,
we used the same number of documents for the PLSA and
CPLSA models. To capture the lexical regularity, the topic
models are interpolated with a back-off trigram background
model. The trigram background model is trained on the ’87-
89 WSIJ corpus using the back-off version of the Witten-Bell
smoothing; 5K non-verbalized punctuation closed vocabulary
and the cutoffs 1 and 3 on the bi-gram and tri-gram counts
respectively are incorporated. The interpolation weights are
computed by optimizing on the held-out data. We used the
acoustic model from [17] in our experiments. The acoustic
model is trained by using all WSJ and TIMIT [18] training
data, the 40 phones set of the CMU dictionary [19], approxi-
mately 10000 tied-states, 32 gaussians per state and 64 gaus-
sians per silence state. The acoustic waveforms are param-
eterized into a 39-dimensional feature vector consisting of
12 cepstral coefficients plus the 0" cepstral, delta and delta
delta coefficients, normalized using cepstral mean subtraction
(MFCCy_p—a—z). We evaluated the results on the evalu-
ation test, which is the Nov’93 Hub 2 5K test data from the
ARPA November 1993 WSJ evaluation (215 sentences from
10 speakers) [15, 20].

6.2. Experimental Results

We used the folding-in procedure [4] to compute p(w,|d)
(Equation 1) and p(w;|w;,d) (Equations 3 and 7) for the
test document d. We keep the unigram (Equations 1 and 7)
and bigram (Equation 3) probabilities for topics unchanged,
and used them to compute the test document’s topic probabil-
ities p(z|d) for PLSA and p(zy|w;, d) for the UBPLSA and
CPLSA models for those w; present in d. In the UBPLSA
model [14], the topic probability p(zx|w;, d) for some histo-
ries w; are assigned zeros (Equations 4 and 6), as the training
model gives zero probabilities to the unseen bigrams in the
training model. Therefore, some bigrams of the test document
with history context w; are assigned zero probabilities. The
problem is solved by the proposed CPLSA model, which is
able to assign probabilities to all the bigrams of the seen his-
tory context in the training set. The remaining zero probabili-
ties of the obtained matrix p(w;|w;, d) are computed by using
the Witten-Bell back-off smoothing. The model is then inter-
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polated with a back-off trigram background model to capture
the short-range information.

We tested the proposed approach for various sizes of top-
ics. We performed the experiments five times and the results
are averaged. The perplexity results are described in Table 1.
From Table 1, we can see that the perplexities are decreased

Table 1. Perplexity results of the topic models

Language Model 20 Topics | 40 Topics
Background 83.39 83.39
PLSA 613.64 605.73
UBPLSA 27542 265.82
CPLSA 258.63 196.90
Background+PLSA 71.09 71.05
Background+UBPLSA 68.56 68.29
Background+CPLSA 66.03 63.79

with increasing topics. The proposed CPLSA model outper-
forms both the PLSA and the UBPLSA models. Both the
UBPLSA and CPLSA models outperform the PLSA model
significantly.

We performed the paired ¢-test on the perplexity results
of the UBPLSA and CPLSA models and their interpolated
form with the significance level of 0.01. The p-values for
different topic sizes are described in Table 2. From Table 2,

Table 2. p-values obtained from the paired ¢ test on the per-
plexity results

Language Model 20 Topics | 40 Topics
UBPLSA and CPLSA | 2.35E-08 | 5.21E-14
Background+UBPLSA

and 1.39E£-12 | 1.99E-13
Background+CPLSA

we can note that all p-values are less than the significance
level 0.01. Therefore, the perplexity improvements of CPLSA
model over UBPLSA model are statistically significant.

We evaluated the WER experiments using lattice rescor-
ing. In the first pass, we used the back-off trigram back-
ground language model for lattice generation. In the second
pass, we applied the interpolated model of the LM adapta-
tion approaches for lattice rescoring. The experimental re-
sults are explained in Figure 2. From Figure 2, we can note
that the proposed CPLSA model yields significant WER re-
ductions of about 8.63% (8.11% to 7.41%), 5.48% (7.84%
to 7.41%), and 2.75% (7.62% to 7.41%) for 20 topics and
about 9.49% (8.11% to 7.34%), 6.37% (7.84% to 7.34%), and
4.17% (7.66% to 7.34%) for 40 topics, over the background
model, PLSA model [4], and the UBPLSA [14] approaches
respectively.

W Background

# Background+PLSA

C Background+UBPLSA
" Background+CPLSA

Topic 20

Topic 40

Fig. 2. WER results for different topic sizes

We also performed a paired ¢ test on the WER results for
the interpolated form of the UBPLSA and CPLSA models
with a significance level 0.01. The p-values of the test are
explained in Table 3. From Table 3, we can see that the p-

Table 3. p-values obtained from the paired ¢ test on the WER
results

Language Model 20 Topics | 40 Topics
Background+UBPLSA

and 3.6E£-04 | 1.41E-05
Background+CPLSA

values are smaller than the significance level 0.01. Therefore,
the WER improvements are statistically significant.

7. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a new context-based PLSA model
where the topic is further conditioned on the history context
to the original PLSA model. Since the recently proposed up-
dated bigram PLSA model assigns probabilities to the seen
bigrams only, the model yields zero topic probabilities to the
history context of the test document that are seen in the train-
ing set. This causes that some of the bigram probabilities
of the test document cannot be computed using the training
model, which is not practical. Our proposed model gives a
way to find all the possible bigram probabilities of the seen
history context in the training set, which helps to find the topic
weights of the unseen test documents correctly and thereby
gives the correct bigram probabilities to the test document.
Moreover, the proposed approach saves complexity and mem-
ory space requirements over the other approach as the pro-
posed approach uses unigram probabilities instead of bigram
probabilities for topics.

For future work, we will apply the proposed approach in
the LDA framework.
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