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ABSTRACT

We present a system for keyword search on Cantonese conversa-
tional telephony audio, collected for the IARPA Babel program, that
achieves good performance by combining postings lists produced
by diverse speech recognition systems from three different research
groups. We describe the keyword search task, the data on which the
work was done, four different speech recognition systems, and our
approach to system combination for keyword search. We show that
the combination of four systems outperforms the best single system
by 7%, achieving an actual term-weighted value of 0.517.

Index Terms— keyword search, spoken term detection, system
combination, deep learning

1. INTRODUCTION

Keyword search, also known as spoken term detection, is a speech
processing task in which the goal is to find all occurrences of a
word or consecutive sequence of words (a “term”), presented in or-
thographic form, in a large audio corpus. Of particular interest is
pre-indexed keyword search, in which the corpus to be searched is
indexed without knowledge of the query terms. Because they do
not access the original audio, pre-indexed systems are expected to
have better response times for interactive search. The pre-indexed
constraint distinguishes keyword search from previous work on key-
word spotting [1] in which explicit models for keywords and fillers
are constructed before the audio is decoded. Unlike keyword spot-
ting systems, keyword search systems must cope with the case where
one or more words in a search term were not present in the vocabu-
lary of the speech recognition system used to index the corpus.

Like many other areas in human language technology, research
on keyword search has been substantially advanced by competitive
evaluations. The first evaluation of keyword search was the STD
2006 evaluation [2, 3, 4], a pilot competition run by the U.S. Na-
tional Institute of Standards and Technology (NIST) in 2006. The
STD 2006 evaluation measured keyword search performance on
three different languages, English, Arabic, and Mandarin Chinese,
and three different genres, broadcast news (BN), conversational tele-
phony speech (CTS), and meetings. Note that only English meeting
data were available, and that for the Arabic tasks the broadcast news
material was Modern Standard Arabic, while the conversational tele-
phony material was Levantine Arabic. A key contribution of the
STD 2006 evaluation was the development by NIST of a metric for
keyword search: actual term-weighted value, which is described in
Section 2.
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The STD 2006 evaluation also revealed a close relationship be-
tween the performance of keyword search and the state of the art for
speech recognition on a given combination of language and genre.
The best performance was obtained on English broadcast news and
conversational telephony, two very well studied tasks with substan-
tial resources available for model training. Much worse performance
was achieved on Arabic and Chinese conversational telephony data
and on English meeting data, tasks that have fewer resources and that
have attracted less research focus. While it is not possible to directly
compare keyword search performance across languages and genres
due to the strong dependence of keyword search on query proper-
ties such as length and frequency, the differences described here are
large enough to be considered reliable, with scores on the English
BN and CTS being more than double those achieved on the Arabic
CTS, Chinese CTS, and English meetings data.

Reducing the performance gap between high-resource, well-
studied languages and low-resource, lightly studied languages is one
of the primary aims of the IARPA Babel program: “[t]he goal of the
Babel Program is to be able to rapidly develop speech recognition
capability for keyword search in a previously unstudied language,
working with speech recorded in a variety of conditions with limited
amounts of transcription.” [5]. To achieve this goal, in each approx-
imately one-year period of the program, participants work with a di-
verse set of development languages to gain experience with keyword
search. In the first period, these are Cantonese, Tagalog, Pashto and
Turkish. At the end of each period, there are evaluations of keyword
search performance on the development languages, and on a pre-
viously unseen surprise language where participants have a limited
period of time for system development.

In August 2012 there was a “dry run” evaluation on Cantonese
keyword search to exercise the evaluation infrastructure and give
teams a chance to practice running an evaluation. In this paper we
describe a Cantonese keyword search system that was assembled af-
ter this dry run, and incorporated a number of lessons learned during
and following the dry run. After explaining the actual term weighted
value metric (Section 2), we describe the Cantonese training and de-
velopment data used in this work (Section 3). Next, we discuss the
architecture of our keyword search system (Section 4), the speech
recognition systems that are used to index the audio (Section 5), the
weighted finite state transducer approach to keyword search (Sec-
tion 6), and our approach to score normalization and system combi-
nation (Section 7). Finally, we relate this keyword search system to
prior work (Section 8) and then describe the performance of the com-
ponent systems and combined keyword search system on the Babel
Cantonese development data (Section 9).
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2. MEASURING KEYWORD SEARCH PERFORMANCE

Keyword search is fundamentally a detection task: given an audio
corpus and a list of queries, the system returns a list of possible oc-
currences of the terms, where each entry in the list contains (1) the
detected query; (2) the start and end time of the query occurrence;
(3) a binary YES/NO decision on whether the keyword search sys-
tem considers the occurrence to be correct; and (4) a detection score
indicating system confidence; with higher scores corresponding to
greater confidence. Borrowing terminology from information re-
trieval, we refer to such a list as a “postings list” The YES/NO
decision and detection score are not necessary in an operational sys-
tem, but are useful for measuring performance.

To score a postings list for a given detection threshold 6, entries
in the list are matched to reference occurrences using an objective
function that accounts for both temporal overlap between the refer-
ence and putative occurrences and the detection scores assigned by
the system. Following matching, for each term 7 in query list O,
the probabilities of miss and false alarm errors are computed as

PMiSS(Ty 0) =1- Ncorrec((T, 9)/Nref(T) (1)
PFA (T, 9) = Nspurious (T, 6)/Nlrial(7) (2)

where Nit(7) is the number of reference occurrences of 7T,
Neorreet (7, 0) is the number of correctly hypothesized occurrences
of 7 at detection threshold 0, Ngpurious(7 , 0) is the number of incor-
rectly hypothesized occurrences of 7 at threshold 0, and Nyia(7) is
the number of trials for 7. Because a collection of continuous au-
dio streams is processed, there is no discrete set of trials; therefore,
Nyiat (7)) is given the somewhat arbitrary definition

ref(T) (3)

where Thugio is the total audio duration in seconds and a rate of one
trial per second is assumed.

Varying 6 produces a family of (Pyiss, Pra) values that can be
visualized as a detection error tradeoff (DET) curve [6] characteriz-
ing system performance over a range of operating points; however,
for system development it is convenient to have a single operating
point at which system performance is optimized. For the STD 2006
evaluation, NIST defined a metric, “term-weighted value,” (TWV):

Nlrial(T) = Thudio —

TWV() =1 -~ > (PMiss(T, 0) + BPea(T, 9)) “)
19l F=%

where | Q| is the length of the query list and 8 = 999.9 is a weight
that reflects the assumed prior probability of term occurrences and
the relative costs of misses and false alarms. TWYV lies in the range
(—00, 1.0], with a score of 1.0 corresponding to perfect performance
and a score of 0.0 corresponding to no output.

System performance can then be characterized by the actual
term-weighted value (ATWYV), which is the term-weighted value
achieved by a system at the pre-selected threshold that defines the
YES/NO decisions in the postings list, and by the maximum term-
weighted value (MTWYV), which is the best term-weighted value
achievable given a post-hoc choice of detection threshold.

3. TRAINING AND DEVELOPMENT DATA

The Cantonese speech corpus collected for the Babel program com-
prises 212 hours of telephony data divided into a 192-hour training
set and a 20-hour development set. The development set is further
divided into a 13-hour tuning set for selection of keyword search

parameters such as the decision threshold and 7-hour validation set.
The training set contains 36 hours of scripted material, including
dates, times, numbers, person and place names, and phonetically
rich sentences, and 156 hours of conversations between subjects who
know each other well (friends and family members). The develop-
ment set contains only conversational material. Approximately 40—
50% of the audio is speech.

One of the challenges of the Babel corpora is that they contain,
by careful design, a diverse set of speakers. The population of speak-
ers in the Cantonese corpus is 52% female and 48% male; ranges in
age from 16-67 years old, with a median of 35; and represents five
different dialects, with 24% speaking the Central Guangdong, 20%
the Northern Pearl River Delta, 19% the Southern Pearl River Delta,
19% the Guangxi and Western Guangdong, and 18% the Northern
Guangdong dialects. Speakers were recorded from six different en-
vironments, including quiet home environments, moving vehicles,
the street, and public places, and recordings were made from four
different telephone networks and at least 50 different handset types.

A second challenge represented by the Babel corpora is sparse
language model (LM) training data. There is no separate LM corpus:
only the acoustic transcripts are provided. For the Babel Cantonese
training set, this amounts to 106K utterances containing a total of
992K word tokens. While participants are allowed to collect addi-
tional text data from the web, the systems described here use only
the acoustic transcripts.

A lexicon is provided that covers the training and development
corpora; it contains 25.7K word types and a total of 29.1K pronunci-
ation variants, for an average of 1.13 pronunciations per word. The
lexicon uses a variant of the X-SAMPA phone set, and includes syl-
labification and annotation with seven different tones. The lexicon
does not cover partial words and mispronounced words, so lexicons
used for training are somewhat larger.

4. SYSTEM ARCHITECTURE

Our approach to keyword search relies on the combination of key-
word search results from multiple indexes [7], where the indexes
are produced by a diverse set of speech recognition systems. We
achieve system diversity in two ways: we use speech recognition
systems constructed by multiple, independent groups, which is a
strategy that has worked well for speech recognition [8]; and we use
two different types of acoustic model, the standard Gaussian mixture
model (GMM) and a deep belief network (DBN) acoustic model.
Specifically, we combine search results from indexes produced by
four different speech recognition systems: (1) a GMM-based system
from IBM (BSRS), (2) a DBN-based system from IBM (DBN), (3) a
GMM-based system from Cambridge University (CUED), and (4) a
GMM-based system from RWTH Aachen (RWTH). Audio indexing
and keyword search are performed using weighted finite state trans-
ducer (WFST) methods, and postings lists from the four systems are
combined using methods adopted from information retrieval meta-
search to produce the final system output.

5. ASR SYSTEMS FOR AUDIO INDEXING

5.1. BSRS system

The IBM BSRS (bootstrap and restructuring [9]) system is a GMM-
based speech recognition system that uses four decoding passes
with a series of increasingly refined models and unsupervised adap-
tation after each decoding pass. The four decoding passes are
(1) speaker-independent (SI), (2) vocal tract length normalized
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(VTLN), (3) speaker-adaptively trained (SAT), and (4) discrimina-
tively trained (DT). Training uses the IBM Attila speech recogni-
tion toolkit and follows the recipe described in [10], except that the
SAT model uses the bootstrap and restructuring procedure [9] to pro-
duce more reliable models from relatively small training corpora.
The DT model is based on the SAT model, and includes feature-
space and model-space discriminative training using the boosted
maximum mutual information criterion. The first three decoding
passes produce confusion networks, which are used for confidence-
weighted adaptation. The final DT model uses 5000 quinphone
context-dependent states and 238K Gaussian mixture components.
The feature processing pipeline computes 13-dimensional PLP fea-
tures with speaker-based mean and variance normalization, splices
9 frames of features and projects to a 40-dimensional feature space
using linear discriminant analysis (LDA), and further diagonalizes
the class-conditional distributions using a global, semi-tied covari-
ance (STC) transform. Speaker-adaptive training is based on con-
strained MLLR (CMLLR) [11] transforms, and the final recogni-
tion pass uses multiple MLLR [12] transforms. The language model
is a back-off trigram model with modified Kneser-Ney smoothing
trained on 96K utterances containing a total of 991K words.

5.2. DBN system

The IBM DBN system uses a deep belief network acous-
tic model and the speaker-adaptive feature processing described
above. The DBN takes nine frames of 40-dimensional VTLN
PLP+LDA+STC+CMLLR features as input, contains five hidden
layers each comprising 2048 logistic units, and has a softmax out-
put with 3000 quinphone context dependent state targets. The DBN
training procedure is divided into three steps: (1) discriminative pre-
training, (2) training with the cross-entropy criterion, and (3) train-
ing with the state-level minimum Bayes risk (sSMBR) criterion. In
the discriminative pretraining phase, each weight layer in turn is
trained using the cross-entropy criterion and only one pass over the
data, with the weight layers below being frozen. In the cross-entropy
training phase, the weights for the softmax layer are randomly ini-
tialized, and then the entire network is trained using a stochastic gra-
dient descent procedure that monitors performance on a held-out set
to determine when to reduce the step size. In the sMBR training
phase, a distributed implementation [13] of Hessian-free optimiza-
tion [14] is used to train the network, with progress monitored using
the same held-out set as in the cross-entropy training. The lattices
from the DBN system are rescored using an interpolated LM com-
bining a neural network language model (NNLM) [15] and a Model
M language model [16]. The NNLM is a word-based 4-gram model
that uses a 30-d embedding space, has 100 hidden units, and pre-
dicts all words in the vocabulary. The Model M LM is an exponen-
tial, class-based trigram model that uses 150 automatically generated
word classes. More details on the BSRS and DBN acoustic models,
and the Model M and NN language models may be found in [17].

5.3. CUED system

The CUED system is a GMM-based speech recognition system that
uses two decoding passes: an initial SI pass followed by a second
decoding pass with a discriminatively trained SAT model. Train-
ing and decoding use the HTK V3.4.1 toolkit with internal exten-
sions produced both prior to and for the Babel program. Acous-
tic model training used a 162-hour subset of the training data. The
second-pass acoustic model uses word boundary and tone dependent
phone state-tied cross-word triphone models trained with CMLLR

SAT and feature- and model-space discriminative training using the
minimum phone error criterion. It contains 6000 states with an av-
erage of 16 Gaussian components per state. The feature vectors are
68-dimensional, comprising 52 static, delta, delta-delta, and triple-
delta PLP features projected to 39 dimensions with HLDA; pitch
with delta and delta-deltas; and 26 bottleneck MLP features. The
PLP features are normalized per speaker to have zero mean and unit
variance. The MLP features are computed using a network that takes
9 frames of static, delta, delta-delta, and triple-delta PLP features as
input, contains two hidden layers of 2000 logistic units each, a 26-
unit bottleneck layer, and a softmax output layer with 39 monophone
targets. For efficiency the MLP features are incorporated in the same
fashion as [18]. Supervision for both global CMLLR and subsequent
global MLLR adaptation is based on the initial SI decoding. The
language model is a trigram with a vocabulary size of 24K unique
words.

5.4. RWTH system

The RWTH system is a GMM-based speech recognition system that
uses two decoding passes: an initial SI pass followed by a second
decoding pass with a discriminatively trained SAT model. Train-
ing was done on the conversational portion of the training set. The
acoustic model uses generalized triphone states based on a CART
tree that can tie states from different phonemes to a shared emis-
sion model. Overall 4501 Gaussian mixture models with a glob-
ally tied covariance matrix are used, leading to around 1 million
mixture densities that are trained using the minimum phone error
criterion. The feature vectors are based on 15 mean- and variance-
normalized MFCC features, a voicedness feature, a smoothed tone
feature, and MLP features from a hierarchical bottleneck MLP ar-
chitecture. Separate LDA projections of 9 successive frames are ap-
plied for the MLP and the MFCC+voicedness+tone feature streams,
before concatenating them to a joint feature stream. The LDA over
the MFCC+voicedness+tone features yields 45 dimensions, and the
LDA over the MLP features yields 70 dimensions; thus, the final fea-
ture stream has 115 dimensions. The audio is preprocessed using a
silence normalization method to harmonize the percentage of silence
across different segments. A 4-gram Kneser-Ney LM is trained on
the transcription of the acoustic training data. To prevent overfit-
ting, the discounting parameters are automatically optimized for the
development set [19].

6. WFST KEYWORD SEARCH

Our keyword search toolkit is a two-pass implementation [20] of
weighted finite state transducer audio indexing and search [21].
Word lattices from a speech recognition system are processed to gen-
erate two indexes: a lexical index in which the alphabet of the WFST
is the speech recognition lexicon, and a phonetic index in which the
WEST alphabet is the speech recognition phone set.

During search, the query list is split into in-vocabulary (IV) and
out-of-vocabulary (OOV) queries, with a query being classified as
OOV if any of its constituent words are not in the speech recognition
lexicon. For IV queries, each query is converted into a lexical finite-
state acceptor and is then composed with the lexical index. For OOV
queries, each query is converted to a phonetic finite-state acceptor
and is then composed with the phonetic index. Because Cantonese
is an ideographic language, the pronunciations for OOV queries are
generated using a lookup table that provides pronunciations for each
Cantonese character. If an OOV character is encountered in a query,
that query is skipped.
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In previous work [22, 23, 7] it was found that keyword search
performance could be improved by performing query expansion us-
ing a model of phonetic confusability. However, to date in our work
on the Babel Cantonese task, we have found that this query expan-
sion degrades performance; therefore, no query expansion is used in
this work.

7. SCORE NORMALIZATION AND SYSTEM
COMBINATION FOR KEYWORD SEARCH

Given postings lists from all four speech recognition systems, we
normalize the detection scores and combine the results from all sys-
tems to generate a final output [7]. The specific method used in this
work, which is described in more detail below, is to (1) apply sum-to-
one normalization to each postings list, (2) combine the results using
MTWV-weighted CombMNZ fusion, and finally (3) apply sum-to-
one normalization to the fused postings list to produce the final out-
put. Experiments that led to this particular strategy are described in
detail in [24].

Sum-to-one normalization [25] is applied separately to each
term, 7', in a postings list. It the list contains Nyyp(7") occurrences of
term 7 with detection scores s(4,7),7 = 1... Nnyp(7), then sum-
to-one normalization computes new scores

Niyp(T)

86,T) = s(i,T)) Y s(j,T) )

j=1

In the special case of a single occurrence, the normalized score is
defined to be 1.0. The first application of sum-to-one normalization
to system-specific postings lists makes the detection scores from dif-
ferent systems comparable to one another. Although the raw scores
from different systems should already be comparable because they
all are expected counts from indexes generated using the same proce-
dures, in practice we obtain better performance with initial score nor-
malization. The second application of sum-to-one normalization op-
timizes the term-weighted value for queries with different frequen-
cies of occurrence. Under the TWYV metric, the cost of a false alarm
is nearly constant, while the cost of a miss is inversely proportional
to query frequency. Therefore, it makes sense to assign higher scores
to rarer queries [26]. Sum-to-one normalization does this, using the
sum of the query detection scores as a proxy for query frequency.
System combination is performed using an MTW V-weighted
version [24] of the CombMNZ method [27]. First, detection scores
in each postings list are weighted in proportion to the list’s MTWV
score on the tuning portion of the development set. Then, for
each postings list, all term occurrences that overlap in time are
fused into a “meta-occurrence”, with the start and end times taken
from the highest-scoring term occurrence and the score of the meta-
occurrence being the sum of the scores of the constituent occur-
rences. Finally, the results across multiple postings lists are pro-
duced by combining temporally overlapping meta-occurrences from
the different lists, with the start and end times taken from the highest-
scoring meta-occurrence, and the score of the meta-occurrence be-
ing the sum of the meta-occurrence scores, weighted by the number
of lists that contain the meta-occurrence. The detection threshold
is optimized on the tuning portion of the development set, and then
ATWYV is measured on the validation portion of the development set.

8. RELATION TO PREVIOUS WORK

To our knowledge, combining posting lists from diverse keyword
search systems to achieve better results was first done on a noisy

lattice tune val val
model % CER | density | MTWV | ATWV | MTWV
BSRS 53.0 1200 0.435 0.445 0.446
DBN 48.9 1220 0.487 0.483 0.483
CUED 52.9 4120 0.467 0.453 0.458
RWTH 52.7 2100 0.470 0.465 0.473
| all [ — [ — [ 0.535 [ 0.517 [ 0.524 ]

Table 1. Performance of the four individual speech recognition sys-
tems, and the combination of all four systems, measured in terms of
character error rate on the development data, lattice density in arcs
per second of audio, and keyword search performance on the tuning
and validation portions of the development data.

Levantine Arabic task as part of the DARPA RATS program [7]. The
work presented here shows that this combination strategy is useful on
a task with very different challenges and at a very different operating
point for keyword search. In the RATS task, the main challenge is
severe noise and channel distortion, while in the Babel task the main
challenges are speaker variability and severely limited LM training
data. Also, in the RATS task, the target false alarm rate is much
higher than in the Babel task. Compared to previous work on the
STD 2006 evaluation [28, 26], in this work the speech recognition
systems make much heavier use of neural networks for feature ex-
traction and acoustic modeling, the keyword search system is based
on WFSTs, and the keyword search system combines multiple post-
ings lists.

9. SYSTEM PERFORMANCE

The performance of the four individual speech recognition systems
and their combination is summarized in Table 1. All four individ-
ual systems have ATWVs on the validation set that are within 8%
of one another and character error rates on the full development set
that are within 8% of one another. At the same time, the four sys-
tems use very different training procedures, acoustic features, and
acoustic models. The result is that the combined system’s ATWV
on the validation set is 7% better than the best single system’s. In
addition to being an effective means for improving keyword search
performance, combination of postings lists is easy to implement and
computationally inexpensive.
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