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ABSTRACT

This paper presents a novel method for automatic pronunciation

quality assessment. Unlike the traditional “Goodness of Pronunci-

ation” (GOP) method, we judged utterance’s pronunciation quality

directly by a discriminative method. Under this novel framework,

we also designed an algorithm to calculate the assessment confi-

dence. We decoded the student’s utterance for two passes. The

first-pass decoding was just for getting the phone time points, and

the second-pass decoding was for differentiating the pronunciation

quality for each triphone. In the second-pass decoding, we used

a specially trained acoustic model (AM), where the triphones in

different pronunciation qualities were trained as different units. The

confidence of the phone-level scoring was also calculated, and the

low confidence phone-level scores were excluded in calculating the

word-level score. The experimental results shows that the scoring

performance was increased significantly compared to the traditional

GOP method.

Index Terms— Pronunciation assessment, automatic scoring,

acoustic model

1. INTRODUCTION

The technology of the automatic pronunciation quality assessment

has been proved effective [1], which can be used in two scenes: the

first scene is using it in computer-assisted language learning (CALL)

systems, telling the students where their pronunciation is good, and

where is not good [2]; the second scene is automatic scoring in large

scale oral exams [3, 4]. Automatic scoring can overcome many dis-

advantages of manual scoring, such as high cost and lack of stability.

For automatic scoring, the machine score should approximate to the

manual score, that is, the absolute difference between the machine

score and manual score should be minimized. A binary “right” or

“wrong” score is usually not enough, most exams need a multi-level

score, for example, a score in the set {1,2,3}.

2. RELATION TO PRIOR WORK

In the early time, there were many studies in the field of automatic

pronunciation quality assessment [5]. But one of the most influential

achievement in this field is the Goodness of Pronunciation (GOP) [6]

method presented by Witt et al. in 1997. At present, GOP has been

widely considered to be an effective method [7]. Even in the recent

years, most studies in this field still focused on how to use or improve

GOP [8, 9, 10].
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The GOP of phone p is defined to be the logarithm of the poste-

rior probability P (p|Op) that the speaker uttered phone p given the

corresponding acoustic segment Op as Eq.1:

GOP (p)
.
= log(P (p|Op))

= log(
P (Op|p)

∑

q∈Q
P (Op|q)

)
(1)

where Q is the set of all phones and Op is the corresponding acoustic

segment.

However, GOP has a shortcoming. As shown in Eq.1, GOP re-

flects how much the student’s utterance match the acoustic model

(AM), but it does not reflect the characteristic of different pronun-

ciation quality utterances, that is, GOP tells “how similar are the

student’s utterance and the training utterances”, but it does not tell

“which score-level utterances are the student’s utterance most sim-

ilar to”. To overcome this shortcoming, this study tried to differ-

entiate different pronunciation quality utterances directly by a dis-

criminative method. Unlike the GOP method, it does not map the

posterior probabilities into scores, but differentiates different qual-

ity utterances directly. We named this new method “two-pass dis-

criminative assessment” (TPDA). Fig.1 shows the different ways of

phone-level scoring with the GOP method and the TPDA method.
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Fig. 1. Phone-level scoring in GOP and TPDA method.

3. THE METHOD

3.1. Overview

The workflow of the “two-pass discriminative assessment” (TPDA)

system is shown in Fig.2. The student’s utterance was decoded for

two passes with different acoustic models. The first-pass decoding

was to obtain each phone’s time points by a forced alignment. In

this paper, the acoustic model (AM) in the first-pass decoding is re-

ferred to as “AM1”, which was trained using conventional method

[11]. After the time points of each phone were obtained, the ut-

terance of each phone was decoded with a specially trained AM,

which is referred to “AM2” in this paper. AM2 was trained with
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different quality triphones, that is, the triphones in different pro-

nunciation qualities were trained as different units, and the model

was trained in discriminative method to ensure the model has the

best discrimination among the triphones whose names were same

but pronunciation qualities were different. The detailed training pro-

cess of AM2 was described in Sect.3.2. The decoding network in the

second-pass decoding contained different pronunciation quality tri-

phones, so the phone-level scores can be obtained from the decoding

result directly. Because the scores of each triphone may not all equal

to the score of the whole word, we calculated the confidence of the

phone-level scoring to judge whether a certain phone-level score was

credible. Those phone-level scores whose confidences were higher

than a threshold were selected to calculate the weighted average as

the word-level score.

Feature Extraction

Phone 

Scores

Testing Speech

Scoring

Confidents

Final Score

AM1
1st-pass

Decoding

2nd-pass

Decoding

Grammar

AM2
Weighted

Average

Fig. 2. The TPDA system workflow

3.2. Training AM2

Suppose λ̂ is the set of all HMM parameters defining AM2. Because

the forced alignment has been served by AM1, AM2’s sole purpose

was to judge the pronunciation quality of each utterance segment

within the corresponding phone. To do this, triphones with differ-

ent pronunciation qualities were treated as different units in training.

Assume that there were T triphones and K manual score levels in

the training data, there would be T ×K HMMs to train.

To ensure the AM2 have the best discrimination among the dif-

ferent pronunciation quality levels, the posterior probability of each

triphone with the correct pronunciation quality level in training data

should be maximized, and the Maximum Mutual Information Esti-

mation (MMIE) criterion [12] is especially suited for this maximiza-

tion. That is, making λ̂ meet Eq.2:

λ̂ = argmax
λ

F(λ) (2)

F(λ) is defined as:

F(λ) =
1

R

R
∑

r=1

log
(

P (H
(r)
ref

|O(r)
, λ)
)

=
1

R

R
∑

r=1

log

(

P (O(r)|H
(r)
ref

, λ)P (H
(r)
ref

)
∑

H
P (O(r)|H, λ)P (H)

)

≈
1

R

R
∑

r=1

log

(

P (O(r)|H
(r)
ref

, λ)
∑

H
P (O(r)|H, λ)

)

(3)

where R is the number of observation sequences, O(r) is the r−th

observation sequence, H
(r)
ref

is the corresponding triphone of O(r)

with the correct manual score, H is the all score-level corresponding

triphones of O(r).

To obtain the initial model for the iteration in MMIE training,

we just need to do single model re-estimation for HMM parameters

of each triphone’s HMM parameters, without to do the embedded

model re-estimation [13], because the time points of each triphone

had been obtained in the first-pass decoding. By the single model re-

estimation, an initial mode contains T ×K HMMs were trained for

T triphones and K manual score levels. And then AM2 was trained

by the conventional MMIE training process [12], but the denomi-

nator lattice should only contain the corresponding triphones of the

training utterances, as shown in Fig.3. Thus the discrimination of

the triphones, which have the same name but different pronunciation

qualities, was maximized.

b-ae+g

score=1

b-ae+g

score=2

b-ae+g

score=3

Time (s)0 0.21

Fig. 3. An example of the denominator lattice in MMIE training

3.3. Decoding to Score in Phone-level

As shown in Fig.2, after the forced alignment, the student’s utter-

ance had been cut into several segments, where any segment cor-

responded a triphone. To calculate the phone-level scores, we pro-

cessed Viterbi decoding for each segment. The structure of the de-

coding network was the parallel of the corresponding triphones of

the segment, which was similar to Fig.3, but the decoding network

did not contain the time information. Then the HMM log-likelihood

was calculated for each decoding path, and the score of the segment

was obtained from the path whose log-likelihood was highest in the

all paths, as shown in Eq.4:

PhScore(p) = y (4)

where PhScorep is the score of the phone p, y is the pronunciation

quality score with the highest decoding likelihood, as shown in Eq.5:

y = argmax
x

log(P (Op|px)) (5)

where Op is the corresponding acoustic observation sequence of p,

px is the triphone with the pronunciation quality score x, P (Op|px)
is the conditional probability of Op in px.

We also used the posterior probability to evaluate the confidence

of the the scoring:

Conf(p)
.
= logP (PhScore(p)|Op)

= log(P (py|Op))

= log(
P (Op|py)

∑

x∈X p(Op|px)
)

(6)

where Conf(p) is the scoring confidence of the phone p, py is the

triphone p with the pronunciation quality score y, y is calculated

from Eq.5, X is the set of every score-level of p.
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Eq.6 and Eq.1 have the similar forms, however, their meanings

are different: Eq.1 reflects the probability of an utterance correspond

a certain phone, while Eq.6 reflects the probability of an utterance

correspond a certain pronunciation quality score.

Due to the limited training data, we had not trained HMMs for

all possible triphones. For the untrained triphones, we just do not

calculate the phone-level score. Because there were only a small

percentage of the triphones which were not trained, the word-level

scoring should not be affected much by the untrained triphones.

3.4. Word-level Scoring

In the training of AM2, because we did not have the phone-level pro-

nunciation quality manual scores, we had to use the whole word’s

pronunciation quality manual score as the substitution. However,

pronunciation quality of phones may not all equal to the word’s pro-

nunciation quality, so there might be some error phone-level scores.

Our solution was using the scoring confidences, which was calcu-

lated in Eq.6, to judge whether a phone-level score was error. We

set an empirical value as the threshold, and any phone-level score

whose confidence was lower than the threshold would be judged as

error score. The error scores were excluded in calculating the word-

level score.

we used Eq.7 to calculate the word score:

WdScore =



























∑

i
δi · PhScore(pi)
∑N

i
δi

,

N
∑

i

δi > 0

1

N

∑

i

PhScore(pi),

N
∑

i

δi = 0

(7)

where pi is the i-th phone in the word, δi is for excluding the low

scoring confidence phones, which is defined as:

δi =

{

1, Conf(pi) ≥ thre

0, Conf(pi) < thre
(8)

where thre is the excluding threshold.

4. EXPERIMENT

4.1. Data and Experimental Setting

In this study, two acoustic models were trained, that were AM1

and AM2. AM1 was trained in conventional method with 90 hours

English native voices, and was adapted using Maximum A Poste-

rior (MAP) method [14] with 10 hours Chinese students spoke En-

glish voices. The training data of AM2 contained about 80,000

English words pronounced by Chinese middle school students, and

each word has an pronunciation quality score which was scored by

human English teachers manually. The manual scores were in the set

{1,2,3}, in which the score 3 means great pronunciation, the score 2

means average pronunciation, and the score 1 means bad pronunci-

ation. The 80% of these data was used to train AM2 and the other

20% was for testing. The data was segmented into phones by forced

alignment using AM1, then the HMMs of AM2 were trained using

HTK with the “Isolated Word Training Strategy” [13] and a mod-

ified MMIE training which was described in Sect.3.2. Considered

the size of the training set, we trained the GMMs of the AM2 as

4-mixed Guassians. The GOP method was used for contrast, which

used AM1 as the acoustic model, and the GOP value was calculated

following the Sect2.1 of Witt’s paper [6].

4.2. Experimental Results

This paper uses “Scoring Difference” and “Correlation” to measure

the performance of the system. “Scoring Difference” is the absolute

difference of the machine score and manual score, and the “Corre-

lation” is the Pearson’s correlation coefficient of the machine score

and manual score.

Firstly we compared the phone-level scoring results of some ran-

domly selected utterances by GOP and TPDA methods. We ran-

domly selected 150 utterances, and drew the machine scores of these

utterances on the graph, in which utterances with different manual

scores are drawn in different symbols, shown as Fig.4. From Fig.4,

the GOP score was spread around the region -15 to 0, which requires

to draw 2 lines to separate the GOP scores into 3 groups. Compared

with the GDP method, the machine scores from TPDA method were

in {1,2,3}, which was match the manual scoring levels directly.
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0

0 20 40 60 80 100 120 140
0
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3

 HumanScore=3
 HumanScore=2
 HumanScore=1

Sample Number

(b) Sample Number

(a)

Fig. 4. Phone-level scoring result of randomly selected utterances.

(a) Scoring by GOP; (b) Scoring by TPDA

The phone-level scoring performance of GOP and TPDA meth-

ods was compared in Table 1. From Table 1, the performance of

the TPDA was better than GOP, that is because a discrimination of

the different pronunciation quality utterances was made in the model

training of the TPDA method, while the GOP method did not do it.

This result reflected the advantage of discriminative methods.

The word-level scoring performance is shown in Fig.5. We

tested using different threshold to calculate the word-level scores,

and the best threshold for this experimental data was -2.0, as shown

in Fig.5. The scoring performance on word-level is much better

than phone-level, because that the phone-level manual scores were

from the word-level manual scores, which have some inaccuracy for

phone-level.
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Table 1. Performance of phone-level scoring

Scoring Difference Correlation

GOP 0.644 0.647

TPDA 0.607 0.676
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Fig. 5. Performance of the word-level scoring

Finally, we used the best results in Fig.5 to compare the scoring

performance with the GOP method. The result is shown in Table 2.

Table 2 shows that the scoring performance of our method was sig-

nificantly better than GOP method on word-level scoring, that was

caused by two reasons: first, TPDA can differentiate the triphones

among different pronunciation quality triphones; second, the scor-

ing confidence excluded the error phone-level scores. In contrast,

GOP scoring on the phone-level does not differentiate the different

pronunciation quality triphones directly, and it only use the simple

average of all phone scores as the word score.

Table 2. Performance of word-level scoring

Scoring difference Correlation

GOP 0.262 0.823

TPDA 0.198 0.869

5. CONCLUSION

The novel method presented in this paper used two separate acoustic

models on forced alignment and scoring. Thus AM2, the acoustic

model for scoring, can be trained focusing on scoring. In the train-

ing of AM2, the triphones in different pronunciation qualities were

trained as different units, and the MMIE criterion was used to maxi-

mize the discrimination ability of the different pronunciation quality

triphones. In addition, the scoring confidences were calculated to

exclude the error phone-level scores, which was very helpful for the

word-level scoring. The experimental results shows that the scoring

performance of our method was much better than the GOP method

on both phone-level and the word-level, especially on the word-level,

that proved the method described in this paper is effective.
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