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ABSTRACT

In this paper, a simple method for time-scale modifications of speech
based on a recently suggested model for AM-FM decomposition of
speech signals, is presented. This model is referred to as the adap-
tive Harmonic Model (aHM). A full-band speech analysis/synthesis
system based on the aHM representation is built, without the ne-
cessity of separating a deterministic and/or a stochastic component
from the speech signal. The aHM models speech as a sum of har-
monically related sinusoids that can adapt to the local characteris-
tics of the signal and provide accurate instantaneous amplitude, fre-
quency, and phase trajectories. Because of the high quality represen-
tation and reconstruction of speech, aHM can provide high quality
time-scale modifications. Informal listenings show that the synthetic
time-scaled waveforms are natural and free of some common arti-
facts encountered in other state-of-the-art models, such as “metallic
quality”, chorusing, or musical noise.

Index Terms— Time-scale modifications, Adaptive quasi-
harmonic model, Speech modeling, Speech analysis, Adaptive
Harmonic model

1. INTRODUCTION

In a great variety of speech applications, prosodic (i.e. time and pitch
scale) modifications are required. From film industry, entertainment,
and communications, to text-to-speech synthesis and pathological
voice restoration, prosodic modifications have received increasing
attention and have been thoroughly studied by the speech processing
community.
As a result, a number of time-scaling techniques have been proposed
in speech literature, based on the corresponding analysis/synthesis
models. These typically belong to two, different but not distinct,
classes: parametric and non-parametric approaches. The latter
include frequency domain and time domain PSOLA [1] and its
variants, such as WSOLA [2] and MBR-PSOLA [3], and the phase
vocoder-based techniques [4] [5]. Parametric techniques include
narrowband models, such as the Sinusoidal Model (SM) developed
by McAulay and Quatieri [6], and the Harmonic + Noise Model
(HNM) [7] of Stylianou, and wideband models, which typically
include the LF-ARX based source-filter methods of Agiomyrgian-
nakis and Rosec [8], the STRAIGHT method [9] of Kawahara, the
GSS [10] of Cabral et al, and the SVLN [11] of Degottex. All these
approaches provide high quality prosodic modifications. Among
them, hybrid representations such as in [7] are considered well
suited for prosodic modifications, since a well-manipulated sepa-

ration of speech into a deterministic and a stochastic component
leads to a better manipulation of the components and that aids to an
enhanced quality of speech synthesis.
However, all these models share a common assumption; that speech
is locally stationary, a fact that is not valid, since speech signals
exhibit local non-stationarities, within an analysis window, both
in amplitude and in phase. Attempts to solve this issue have been
proposed, such as the use of small analysis windows [7] or a lin-
ear evolution of fundamental frequency [12]. To this direction,
Quasi-Harmonic Model (QHM) evinced the ability to correct, in
the least squares sence, contingent frequency estimation errors [13].
This way, amplitude and phase estimation bias due to frequency
mismatches are alleviated. Even so, local non-stationarity is only
partially addressed in QHM. It was shown in [14] that an adaptive
sinusoidal model, called adaptive Quasi-Harmonic Model (aQHM)
is able to efficiently tackle local phase non-stationarity, and in [15],
an extension to include amplitude non-stationarity is proposed, re-
ferred to as the extended aQHM (eaQHM). Together, we propose
to be referred to as the adaptive Sinusoidal Models (aSMs), and all
are achieved by estimating the frequency (and the amplitude, for
eaQHM) trajectories of the deterministic part and then re-estimating
the parameters using a new set of time-varying frequency (and am-
plitude, for eaQHM) basis functions. Thus, the model adapts to the
local characteristics of the analyzed speech signal and a more accu-
rate representation is attained. Using the adaptive sinusoidal models,
an approach similar to that in [7] is followed in [16] for the analysis;
a decomposition of speech into two bands is performed: a lower
band, which represents the deterministic part and is modelled as a
sum of quasi-harmonically related sinusoids using aQHM, and an
upper band, which represents the stochastic part and is modelled by
time and frequency modulated gaussian noise. This decomposition
results in an adaptive Quasi-Harmonic + Noise (aQHNM) analysis
and synthesis system.
However, such an approach has some disadvantages - the first one
is that the separation of the deterministic and the stochastic part
can be tricky. The so-called transient areas of speech need special
treatment and their inclusion or exclusion (in whole or part of them)
in the noise part can significantly degrade the resulting transformed
signal. Moreover, the noise part can be adequately modeled using
a variety of techniques, such as modulated noise, but still does not
attain the quality of the original waveform. So, a simple, full-band
representation would be preferable, and it was shown in [17] that
such an approach can be used, thus providing synthetic speech that
is perceptually indistinguishable from the original waveform. Ths
model is called adaptive Harmonic Model (aHM), and it uses a sim-
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ilar analysis strategy as in aQHM, but reduces to strict harmonicity
in the final representation of the signal, as it will be shown in Section
2.
Based on that representation, a simple and flexible technique for
time-scale modifications is presented in this paper. The aHM pro-
vide high resolution parameter trajectories which can be simply
stretched or compressed in time, without a separate manipulation of
noise parts of speech. The time-scale modified signal can be syn-
thesized in a manner similar to the non-modified signal, as it will be
shown in Section 3. The time-scaled signal sounds free of artifacts,
such as ”metallic” quality, chorusing, or musical noise, typically
encountered in other state-of-the-art modification algorithms. Based
on informal listening tests it is shown that although the model is sim-
ple, its performance is superior to certain state-of-the-art methods
(HNM, WSOLA), for moderate time-scaling factors (0.5 to 2.5).
The rest of the paper is organized as follows. In Section 2 we will
review the analysis and synthesis steps of aHM. Section 3 provides
the time-scale modification scheme for the model in hand. Section
4 demonstrates an example of application and Section 5 discusses
the results of the comparison with the well-known Harmonic Plus
Noise model (HNM) [7], and with a non-parametric approach, called
WSOLA [18]. Finally, Section 6 concludes the paper.

2. DESCRIPTION OF AHM-BASED
ANALYSIS/SYNTHESIS SYSTEM

In this section, a brief review of the adaptive Harmonic Model
(aHM) is presented [17], along with a short description of the anal-
ysis and synthesis schemes.

2.1. The adaptive Harmonic Model - aHM

The adaptive Harmonic Model can be mathematically described as:

s(t) =

K∑
k=−K

ak(t)ejkφ0(t) (1)

where ak(t) is a complex function that copes with the amplitude and
the instantaneous phase of the kth harmonic component, while K is
the number of the components, and φ0(t) is a real function defined
as the integral of the fundamental frequency f0(t):

φ0(t) =

∫ t

0

2πf0(u)du (2)

2.2. Analysis

In the analysis step, a parametrization of the speech signal at each
analysis time instant tia is undertaken. At first, a sequence of the
analysis time instants are created in the voiced parts of speech using
the provided f0(t) track, such we have one analysis time instant per
pitch period. In unvoiced segments, even though the estimated f0(t)
is meaningless, it can be used to generate the corresponding analysis
time instants. Moreover, if the distance between tia and ti+1

a is short
enough, aHM can model the amplitude variations of the unvoiced
signal (like in plosives). Thus, the upper limit of the size of the anal-
ysis window is 20ms and the lower limit comes from the provided
f0(t) track, and is therefore set to 50Hz. Around each analysis time
instant tia, a Blackman window with a length of 3 local pitch periods
is applied to the speech signal. The phase track φ0(t) is then com-
puted by means of spline interpolation of f i0 and using the integration
formula in Eq.(2).

2.3. Adaptive Iterative Refinement - AIR

The fundamental frequency track of Eq.(2) is assumed to be known
beforehand and can have a potential error, i.e.

η0 = f0 − f̂0 (3)

that is called frequency mismatch, where f0 is the actual fundamen-
tal frequency at a certain time instant and f̂0 is an estimate of the
latter. Following the adaptive scheme presented in [14], the ampli-
tude ak(t) and fundamental frequency f0(t) values are obtained by
a linear interpolation, respectively, of their values, aik and f i0, at the
analysis time instants, tia. In order to have an estimate of these val-
ues, the adaptive Quasi-Harmonic Model - aQHM is used, that is
given by the following equation:

s(t) =

K∑
k=−K

(ak + tbk)ejkφ0(t) (4)

where φ0(t) is the same as in Eq.(2), ak and bk are the complex
amplitude and the complex slope of the model, respectively, and K
is again the number of the components. It has been shown in [13]
that ak and bk, that are obtained via a Least Squares minimization,
can be used to provide an estimate, η̂0, for the frequency mismatch of
Eq.(3). Thus, for the kth component in general, this can be computed
as:

η̂k =
1

2π

aRk b
I
k − aIkbRk
|ak|2

(5)

where aRk , b
R
k and aIk, b

I
k are the real and imaginary parts, respec-

tively, of the complex amplitude and the complex slope of the model.
Using this estimate, the fundamental frequency values f i0 can be up-
dated in an iterative manner. However, as it is shown in [14], this
term cannot be larger than the main lobe of the analysis window.
In [17], an iterative algorithm has been proposed to update the fre-
quencies. Its main idea is discussed here. In a single analysis win-
dow, an arbitrary small number of harmonics K (e.g. 4) can be as-
sumed. These harmonics are considered not to vary too much from
their actual values, i.e. the mismatch ηk is small. By computing
the LS solution for Eq.(4), the correction term, η0, related to the
fundamental frequency f0 can be then estimated by the following
equation:

η̂0 =
1

K

K∑
k=1

η̂k
k

(6)

This estimation can be furtherly used to update the number of har-
monics, K. If η̂0 is small, this means that the current set of harmon-
ics have converged very close enough to their actual values. Then,
K can be further increased to add new harmonics in a new set of
harmonics. If η̂0 is large, then the current set of harmonics have not
converged to their actual values and further iterations are necessary
to successively reduce η̂0. The number of harmonics that are added
in each iteration are given by the following equation:

K =
⌊ 1

2
Nw

|η̂0|

⌋
(7)

where Nw is given by Nw = min{Bw, f0}, where Bw is the band-
width of the main lobe of the analysis window. Using the LS solution
of Eq.(4), the local parameters aik, b

i
k are computed, along with the

kth frequency mismatch, η̂k, and the fundamental frequency cor-
rection, η̂0. The number of harmonics, Ki, is then updated using
Eq.(7). As a last step, the process is repeated for all frames until the
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Nyquist frequency is reached for all frames. This approach is termed
as the Adaptive Iterative Refinement - AIR and a pseudocode for it is
given in [17].
It should be noted that the estimated amplitude and phase values that
are obtained at the analysis step correspond to the aQHM model and
not aHM which is used for synthesis. Therefore, the aHM model
is used in a last iteration step to ensure the consistency between the
models used in the analysis and the synthesis.

2.4. Synthesis

In the synthesis step, each harmonic is generated in separate, one af-
ter the other, without using any window. Each harmonic component
is synthesized by its parameters, namely its amplitudes |aik|, phases
6 aik, and fundamental frequency f i0. First, the instantaneous am-
plitude, |ak(t)|, of the kth harmonic is simply obtained by linearly
interpolating the estimated |aik| on the analysis time instants tia, on a
logarithmic scale. The instantaneous phase 6 aik cannot be interpo-
lated directly across time to obtain ak(t) because of its rotation due
to the time advance between analysis time instants. Therefore, it is
proposed to remove this effect using the integral of f0(t) from the
start of the signal, and obtain the relative phase - RP:

6 ãik = 6 aik − kφ0(tia) (8)

Thus, by assuming that the shape of the signal is changing smoothly,
the phase values change also smoothly from one analysis time in-
stant to the other. Then, the RP 6 ãik can be interpolated to obtain
its continuous counterpart, 6 ãk(t). Additionally, a spline or cubic
interpolation is necessary such as its time derivative, the frequency,
is still continuous. All along the iterative process, and since the har-
monic numbers Ki increase independently from one analysis time
instant to the other, there are often missing components in the inter-
polations of amplitude and instantaneous phase. If this is the case,
then the amplitude of the missing component is set to −300 dB and
the corresponding phase 6 ãk(t) is set to zero.

3. TIME-SCALE MODIFICATION SCHEME

The purpose of time-scale modification is to maintain the perceptual
quality of the original speech signal while changing the apparent rate
of articulation. On the contrary to most parametric state-of-the-art
systems, there is no separate modification of the deterministic and
the stochastic part, since the aHM approach is full-band.

The pitch contour (and thus the harmonics) should be stretched
or compressed in time, and the formant structure should be changed
at a slower or faster rate than the rate of the input speech, but other-
wise not modified. For an arbitrary time-scale modification, the time
t in the original signal is mapped to a time t′ in the modified signal.
For that, a mapping function referred to as the time-scale warping
function is defined:

D(t) =

∫ t

0

β(τ)dτ (9)

where β(τ) > 0 is the time-varying time-scaling rate. When β(τ) >
1, then the articulation rate is slowed down, whereas the opposite
happens when β(τ) < 1. Note that for a fixed β(τ) = β, then the
time-scale warping function is reduced to a linear function of time,
i.e. D(t) = βt.
In the adaptive sinusoidal model context, the parameters should be

transformed in the way described next. Let us remind that in an anal-
ysis window centered at tia, the instantaneous components {aik, f i0},
are known. From these, we can compute their continuous counter-
parts, which are the instantaneous amplitudes Ak(t) = |ak(t)| and
frequencies f0(t), obtained by interpolating aik and f i0, respectively.
Then, the time-scaled waveform, sTS(t), for a constant time-scale
factor is given by:

ŝTS(t′) =

K∑
k=−K

A′k(t′)ejφ
′
k(t

′) (10)

where A′k(t′) and φ′k(t′) are computed using the following way:

1. The instantaneous amplitudes are time-scaled:

A′k(t′) = Ak(D−1(t)) = Ak(β−1t) (11)

2. In order to compute φ′k(t′), it is first necessary to compute
the time-scaled frequencies. The instantaneous frequencies in
the modified signal at time t′ correspond to the instantaneous
frequency in the original signal at time D−1(t′):

kf ′0(t′) = kf0(D−1(t′)) = kf0(β−1t) (12)

where D−1(t) is the inverse time-scale warping function.

3. Finally, to obtain a shape-preserving waveform, the relative
phase (RP) values of the analysis need to be time-scaled.
Therefore, we first compute the continuous time-scaled RPs,
6 ãk(t), from the corresponding values, 6 ãik. For this, the RP
is first computed by extracting the integral of the frequency
from the phase information at analysis time instant tia, as in
Eq.(8). Then, the RP values are interpolated, thus obtaining
6 ã′k(t′), as:

6 ã′k(t′) = 6 ãk(D−1(t′)) = 6 ãk(β−1t) (13)

and finally, the integrated time-scaled frequency is added
back to the interpolated RP values:

φ̂′k(t′) = 6 ã′k(t′) +

∫ t′

0

2πkf ′0(u)du (14)

4. EXAMPLE OF APPLICATION

Time scale modification for a factor of 1.5 is applied on a speech
signal sampled at 16 kHz. Figure 1 shows the original speech signal
(upper panel) and the time-scaled signal for a factor of 1.5 (lower
panel). It can be seen that the time-stretched signal preserves the
shape of the original waveform, in all of its parts (fricative, transient,
and voiced). Moreover, the first 50 harmonic frequency trajectories
kf̂0(t) and kf̂ ′0(t′) are depicted in Figure 2 in the upper and lower
panel, respectively, for the same pair of signals.

5. DISCUSSION AND RESULTS

It has already been shown in [17] that aHM-based synthetic speech
outperforms state-of-the-art methods, such as the Sinusoidal Model
(SM) [6] and the adaptive Quasi-Harmonic+Noise Model (aQHNM)
[14]. In this case, informal listenings have been conducted to exam-
ine the performance of our modification scheme and two well-known
state-of-the-art approaches, a parametric and a non-parametric one:
the HNM approach [7] and the WSOLA technique [2]. The time-
scale modification factors were selected to be 0.5, 0.8, 1.2, 1.5, 2.0,
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Fig. 1. Original signal (upper panel) and time-scaled signal (lower
panel) for a factor of 1.5.
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Fig. 2. First 50 frequency trajectories for the original signal (upper
panel) and time-scaled frequency trajectories (lower panel) for a
factor of 1.5.

and 2.5, which are typical values for moderate speech prosodic mod-
ifications. A database consisting of 15 male and 15 female clear
speech recordings was selected, with speakers of different languages
(Greek, German, Italian, Japanese, French, and American).
The sampling frequency of all waveforms is 16 kHz. For the HNM,
the maximum voiced frequency is fixed to 5500 Hz, and the anal-
ysis is pitch synchronous. The analysis window size is two local
pitch periods. The order of the AR filter for the noise part is set to
20. The parameters of aHM are the ones described in the previous
section. For the WSOLA, an analysis window length of 15 ms is
used. A tolerance variable ∆ (a tolerance factor on the desired time-
warping function to ensure signal continuity at segment joins) of 7

ms is selected, which according to [2], usually produces high-quality
time-scaled speech.
In general, the participants acknowledged the proposed method nat-
ural. Also, common artifacts, such as ”metallic” quality, chorusing,
or musical noise do not appear more than in state-of-the-art meth-
ods. Although the model is simple, it is shown to perform similarly
or even better than the - more complex - HNM, for speech prosody
modifications, especially in voiced parts of speech, where the well-
known problem of lack of presence is addressed. Please note that
HNM decomposes speech into a deterministic and a stochastic com-
ponent, and although it shares the harmonicity assumption in its
deterministic component, it handles differently its stochastic part
(modulated noise). In our WSOLA samples, a step effect in the
amplitude of the time-scaled speech was observed, that led to audi-
ble artifacts. No such artifacts were present in the aHM time-scaled
samples. Finally, it should be noted that although WSOLA performs
quite close to aHM and is much faster, it is completely inappropri-
ate of providing higher level representations of speech (i.e. spectral
envelopes).

6. CONCLUSIONS AND FUTURE WORK

A time-scale modification scheme based on the recently developed
adaptive Harmonic Model (aHM) analysis/synthesis system is pre-
sented. The system utilizes a full-band representation of speech
based on quasi-harmonic analysis and strict harmonic synthesis.
The model itself results in very high reconstruction quality for both
voiced and unvoiced parts [17]. This scheme provides flexibility in
time scaling modifications, avoiding the separation of speech into
deterministic and stochastic components. Listenings result in that
time-scale modifications are of very good quality, compared to the
HNM and WSOLA approach. Since pitch scaling is also of great
importance in speech modifications, future work will focus on de-
signing a scheme for pitch and frequency scaling, taking advantage
of the high quality frequency estimation provided by the aHM.
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