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ABSTRACT
In this paper we explore the potential of Hidden Markov
Models (HMMs) for laughter synthesis. Several versions of
HMMs are developed, with varying contextual information
and algorithms for estimating the parameters of the source-
filter synthesis model. These methods are compared, in a
perceptive tests, to the naturalness of actual human laughs
and copy-synthesis laughs. The evaluation shows that 1) the
addition of contextual information did not increase the natu-
ralness, 2) the proposed method is significantly less natural
than human and copy-synthesized laughs, but 3) significantly
improves laughter synthesis naturalness compared to the state
of the art. The evaluation also demonstrates that the du-
ration of the laughter units can be efficiently learnt by the
HMM-based parametric synthesis methods.

Index Terms— Laughter, HMM, synthesis, evaluation

1. INTRODUCTION

Laughter is a significant feature of human interactions. It con-
veys information about our emotions and fulfills important
social functions such as back-channeling. With the progress
of speech processing and the development of human-machine
interactions, in the last decades laughter received a growing
interest as one signal that machines should be able to detect,
analyze and produce.

In 2001, Ruch and Ekman [1] published an extensive re-
port on the phonation, respiration, muscular and facial activi-
ties of laughter. Laughter is described as an inarticulate utter-
ance, operated on the expiratory reserve volume, with a cycle
of around 200ms. The same year, an analysis of the acoustic
properties of human laughter was conducted by Bachorowski
et al. [2]. They showed that the fundamental frequency of
laughter is highly variable and generally takes higher values
than speech, and that formant frequencies in laughter corre-
spond to central vowels. In addition, they demonstrated that
an important proportion of laughs is unvoiced (40 to 50%).
Chafe [3] also describes the mechanical production of laugh-
ter and illustrates several profiles of laughter. A common con-
clusion of these studies is the high variability of the laughter
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phenomenon, in terms of voicing, fundamental frequency, in-
tensity and more generally, types of sounds (grunts, cackles,
pants, snort-like sounds, etc.).

A few years later, systems to automatically distinguish
laughter from other sounds like speech started to be devel-
oped. Classification typically relies on Gaussian Mixture
Models (GMMs) [4], Support Vector Machines (SVMs)
[4, 5], Multi-Layer Perceptrons (MLPs) [6] or Hidden-
Markov Models (HMMs) [7], trained with traditional spectral
and prosodic features (MFCCs, PLP, pitch, energy, etc.).
Equal error rates vary between 2 and 15% depending on the
data used and classification schemes.

On the other hand, acoustic laughter synthesis is an al-
most unexplored domain. Sundaram and Narayanan [8] mod-
eled the laughter intensity rhythmic envelope with the equa-
tions of an oscillating mass-spring system and synthesized
laughter vowels by Linear Prediction. The naturalness of the
obtained laughs was assessed in a perceptive study. Partici-
pants rated each laugh on a 5-point Likert scale (0-very poor
to 4-excellent). Results showed that synthesized laughs are
perceived as unnatural (average score of 0.71) and that hu-
man laughs do not receive a perfect naturalness score (aver-
age score: 3.28). Lasarcyk and Trouvain [9] compared laughs
synthesized by a 3D modeling of the vocal tract and diphone
concatenation. The articulatory system gave better results, but
synthesized laughs were still far from human laughs.

Given the good performance achieved, in speech, by
HMM-based approaches, we decided to explore the poten-
tial of HMMs for improving laughter synthesis naturalness.
This paper presents the developed methods and the results
of a perceptive evaluation assessing the naturalness of the
synthesized laughs. The paper is organized as follows: the
algorithms employed for HMM-based laughter synthesis are
presented in Section 2; Section 3 focuses on the laughter data
used; the setup of the perceptive evaluation is described in
Section 4; the results of the evaluation are presented in Sec-
tion 5 and discussed in Section 6; finally Section 7 concludes
the paper and mentions future works.

2. HMM-BASED LAUGTHER SYNTHESIS

In HMM-based speech synthesis, the spectrum, F0 and du-
rations are modeled in a unified framework [10]. From
the HMM model, features are predicted by a maximum-

7835978-1-4799-0356-6/13/$31.00 ©2013 IEEE ICASSP 2013



likelihood parameter generation algorithm [11]. Finally, the
generated parameters are sent to a parametric synthesizer to
generate the waveform. Since this method is known for its
flexibility, its use for the synthesis of non-verbal vocaliza-
tions, such as laughter in this case, appeared to be relevant.
As a first application of this method, we decided to use the
canvas provided in the demonstration scripts of HTS (HMM-
based Speech Synthesis System) [12] which is a set of tools
provided as a patch to HTK (HMM Toolkit) [13] and which
allows to perform acoustic speech synthesis based on HMMs.

As an alternative to the feature extraction tools used in
HTS demonstration scripts, namely SPTK (Speech Signal
Processing Toolkit) for spectrum and Snack for F0, we in-
cluded the STRAIGHT tools [14], which are known to be effi-
cient in the field of speech processing. Although STRAIGHT
provides tools for synthesis and for the extraction of other
features, we only used it for extracting spectrum and F0.

To reduce buzziness in the synthesized waveforms for
the voiced segments, we used the DSM (Deterministic plus
Stochastic Model) method, which has shown improved re-
sults in terms of naturalness of synthetic speech [15]. This
tool provides an excitation signal, for the voiced segments,
which is not simply a pulse train but a waveform closer to the
actual human excitation signal.

3. DATA

There exists few laughter data suitable for HMM-based syn-
thesis, which should ideally include a large number of laughs
from a single speaker and corresponding phonetic transcrip-
tions. We used the AVLaughterCycle database [16], which
includes spontaneous laughs from 24 subjects watching hu-
morous videos, and has been phonetically annotated [17].

The first step regarding the data was to select one voice.
The 24 subjects of the AVLaughterCycle database did not
laugh the same amount of time and with the same “style”. As
HMM-based synthesis requires a lot of training examples, we
focused on the 5 subjects who had produced the most laughs.
Preliminary HMM-based synthesis models have been trained
for these 5 voices and the best results (evaluated qualitatively)
were obtained with subject number 6. Subject 6 is not the one
who laughed the most (only 3 minutes of available laughter
data, while subject 5 has 8 minutes), but he tends to use a
limited set of phones (see [17]) and hence there are numerous
examples of these phones available for training.

The second step was to process the narrow phonetic anno-
tations. Indeed, the phonetic transcriptions for subject 6 con-
tained 45 different phonetic labels, with only 12 of these ap-
pearing at least 10 times. It was thus decided to group acous-
tically close phones into broader phonetic classes, in order to
increase the number of training examples available for each
label. For example, velar, uvular, pharyngeal and glottal frica-
tives have been grouped in one “fricative” class. The phones
that were barely present and could not be merged with acous-

Fig. 1. Example of laughter data used. From top to bottom:
waveform; spectrogram and pitch; phone transcription; sylla-
ble transcription; inhalation or exhalation transcription.

tically similar phones to form one representative class with at
least 10 occurrences were assigned to a “garbage” class. The
resulting phonetic classes for subject 6 are listed in Table 1.

Table 1. Phonetic classes used for laughter synthesis
Inhalation or Exhalation Phonetic class Occurrences

e fricative 439
e a 327
e silence 296
e @ 84
i fricative 49
e E 40
e 2 39
e cackle 35
e I 10
i @ 9
e glottal 8

To exploit the capabilities of HTS to model the context of
phones, a third data processing step was conducted: laugh-
ter syllable annotations have been added to the phonetic tran-
scriptions. Figure 1 shows an example of laughter waveform
and spectrogram with the three levels of annotation. Finally,
the fundamental frequency of the laughs was manually ana-
lyzed and it was found that good estimation of the fundamen-
tal frequency could be obtained by setting the boundaries of
the estimation algorithm at 100 and 800Hz.

4. EVALUATION

4.1. Compared Methods

For each laugh, six different methods were compared:

• Method 1: the original human laugh, unmodified

• Method 2: the same laugh, re-synthesized through
copy-synthesis (i.e. the parameters are extracted from
the laugh and directly used in the source-filter model
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to reconstruct the laugh), including STRAIGHT and
DSM algorithms

• Method 3: the same laugh, synthesized with the HTS
demo process (i.e. using as only input the phonetic
transcription of the laugh) with imposed durations (i.e.
each synthesized phone is forced to keep the same dura-
tion as in the original phonetic transcription), but only
using as contextual information the labels of the two
preceding and two following phones

• Method 4: same as Method 3, with an extended con-
text including the information available thanks to the
syllabic annotation (e.g., position of the phone in the
syllable, position of the syllable in the word, etc.)

• Method 5: same as Method 4, with the addition of the
STRAIGHT and DSM algorithms

• Method 6: same as Method 5, with the duration of each
phone estimated by HTS

Method 1 was included to obtain a reference for natural-
ness, as it had already been shown that human laughs do not
achieve a perfect naturalness score. Method 2 can be seen as
the maximum performance achievable with our HMM-based
source-filter models. Method 3 is considered as our baseline
HMM-based laughter synthesis method, as it is directly avail-
able from HTS. Methods 4, 5 and 6 are possible improve-
ments of the baseline method. Our test hypotheses were:

1. H1: Using the full contextual information improves the
results (Method 4 better than Method 3)

2. H2: Using STRAIGHT and DSM improves the synthe-
sis quality (Method 5 better than Method 4)

3. H3: HTS can model the durations appropriately (Method
6 is not worse than method 5)

Each of the synthesized laughs (Methods 3-6) was pro-
duced with a leave-one-out framework: the models were
trained with all the laughs but the one to synthesize. It
is important to note that Methods 3-6 used, as only input,
the original phonetic transcriptions of the AVLaughterCycle
laughs; generation of new phonetic transcriptions is beyond
the scope of this paper.

4.2. Design

Sixty-four laughter episodes were available for subject 6 of
the AVlaughterCycle database. Thirty-three of these included
at least one phone that was present 10 times or less in the
available data. These 33 laughs were not included in the eval-
uation, but were used in the training phase. Each of the re-
maining 31 laughs was synthesized with the 6 methods pre-
sented in Section 4.1. Laughs were presented to the partic-
ipant in random order and for each laugh, only one of the
methods was randomly selected.

The evaluation was performed through a web-based ap-
plication, on a voluntary basis. Participants were invited by
e-mail. The first page of the test asked the participants to pro-
vide the following details: their age, sex, whether they would
rate the laughs with the help of headphones (which was sug-
gested) or not, and whether they were working either on a)
speech synthesis, b) audio processing, c) laughter, d) the IL-
HAIRE project1 or e) none of these topics.

The second page explained the task, i.e. rating the natural-
ness of synthesized laughs on a 5-point Likert scale with the
following labels: very poor (score 0), poor (1), average (2),
good (3) and excellent (4). As some laughs, were extremely
short and/or quiet, participants were also allowed to indicate
“I cannot rate the naturalness of this laugh” instead of pro-
viding a naturalness value. Participants were also explained
that they could listen to each sample as many times as they
wanted before moving to the next example, but would then
not be able to modify the given answers.

The third page contained 8 examples to familiarize par-
ticipants with the range of synthesis quality that they would
have to rate, with the aim to reduce bias during the evalua-
tion. Laughs 8 (methods 1, 2, 5 and 6) and 20 (methods 1, 3,
5 and 6) were selected to form these examples and were ex-
cluded from the evaluation task. In consequence, there were
29 laughs (times 6 methods) remaining for the evaluation.

Finally, the participant was presented one laugh at a time
and asked to rate its naturalness. The test was completed after
29 evaluations.

All the text of the evaluation was written both in English
and in French (mother tongue of most of our participants).

4.3. Participants

Sixty-six participants completed the study: 37 females (av-
erage age: 33.1; std: 10.1) and 29 males (average age: 35.6;
std: 13.5). Thirty-eight of these participants used head-
phones. Regarding the category with respect to laughter-
synthesis possible knowledge and expectancies: 45 users
selected “none of the above”, 12 are involved in the IL-
HAIRE project, 5 are experts in speech synthesis and 4 are
working on laughter.

5. RESULTS

Out of the 1914 received answers, 112 were “I cannot rate
the naturalness of this laugh”. Table 2 gathers the number of
ratings received, the number of “unknown” answers and the
average score for each method.

The percentage of naturalness scores obtained by each
method is presented in Figure 2.

1ILHAIRE is a European project centered on laughter, whose participants
had already been presented some examples of acoustic laughter synthesis,
which could cause a bias in the ratings
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Table 2. Received answers for each method
Method # ratings # unknown Total Av. score (std)

1 284 19 303 2.8 (1.2)
2 317 11 328 2.2 (1.2)
3 294 28 322 1.4 (1.0)
4 320 22 342 1.3 (1.1)
5 285 28 313 1.5 (1.1)
6 302 4 306 1.6 (1.1)

ALL 1802 112 1914 1.8 (1.2)

Fig. 2. Naturalness scores obtained by each method

Finally, an univariate analysis of the variance has been
conducted, with the naturalness score as dependent variable
and the method and laugh as explaining factors. Table 3
presents the p-values of pairwise comparisons between the
different methods, using the Bonferroni test. Statistically sig-
nificant differences at a 95% confidence level are highlighted.

Table 3. Pairwise p-values between the synthesis methods
Method 1 2 3 4 5 6

1 / 0 0 0 0 0
2 0 - 0 0 0 0
3 0 0 - 1 1 0.022
4 0 0 1 - 0.098 0
5 0 0 1 0.098 - 1
6 0 0 0.022 0 1 -

6. DISCUSSION

As it has already been found in previous studies, actual hu-
man laughs are not rated as perfectly natural by participants:
method 1 has an average score of 2.8 out of 4. Even more,
the perceived naturalness for human laughs is highly variable
from one laugh to the other, as indicated by the large vari-
ance. Nevertheless, human laughs received significantly bet-
ter naturalness scores than copy-synthesized laughs and our 4
HMM-based synthesis methods.

Regarding our hypotheses, the results of the evaluation
contradict H1: adding more contextual information does not

yield to higher naturalness scores. While this goes against
our initial expectations, it can possibly be explained by the
limited amount of training data: adding context enables HTS
to build contextual subgroups for each phonetic class, which
gives better dynamics to the laughs, at the expense of de-
graded acoustic models, as they have less training examples.
This should be verified in the future with a larger laughter
database. H2 has not been verified either: although Method 5
is clearly better rated than Method 4, the difference does not
reach statistical significance. Finally, H3 has been verified:
letting HTS model the duration of the phones does not impair
the quality of the synthesis. Method 6 is actually better than
Method 5, although the difference does not reach statistical
significance. This indicates that the generation step (i.e. pro-
ducing, from high-level instructions, the phonetic transcrip-
tion of a laugh to synthesize) does not have to produce dura-
tion information along with the sequence of phones.

Among the 4 synthesis methods, method 6 yields the best
results. The obtained average score of 1.6 is clearly better
than the 0.71 achieved by Sundaram and Naryanan [8]. Ob-
jective comparison with Lasarcyk and Trouvain is not pos-
sible as they only reported about the rank of their methods.
However, qualitative tests tend to favour our method.

7. CONCLUSION AND FUTURE WORK

In this paper we have presented an innovative way of synthe-
sizing acoustic laughter, adapting methods that have proved
efficient in speech synthesis. The proposed method yields sig-
nificant improvement compared to previous work.

The potential of HMM-based laughter synthesis has
been demonstrated with limited training data. Larger, sin-
gle speaker, phonetically-annotated laughter databases would
likely help improving the results. Recording and (automati-
cally) annotating such a laughter database is part of our future
work and will open new possibilities for laughter synthesis
development.

Several versions of HMM-based laughter synthesis have
been implemented and evaluated. The best model obtained in-
cludes STRAIGHT and DSM and duration predicted by HTS.
The influence of contextual information must be further inves-
tigated, with a more specific evaluation centered on this ques-
tion, the help of a larger database and/or modified contextual
information. For example, we are currently considering the
intensity of the phone as a candidate for contextual grouping.

Deeper statistical analysis of our evaluation data will also
be performed, to investigate the influence of age, sex, wear-
ing headphones and “expertise” in laughter synthesis on the
naturalness scores.

Finally, implementing the generation step is crucial for
interactive applications and would enable to produce new
laughs from high-level commands. This step will be ad-
dressed in the near future within the ILHAIRE project, with
the aim to obtain reactive laughter synthesis systems.
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