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ABSTRACT

Analysis of personal audio recordings is a challenging and interest-
ing subject. Using contemporary speech and language processing
techniques, it is possible to mine personal audio recordings for a
wealth of information that can be used to measure a person’s engage-
ment with their environment as well as other people. In this study,
we propose an analysis system that uses personal audio recordings
to automatically estimate the number of unique people and environ-
ments which encompass the total engagement within the recording.
The proposed system uses speech activity detection (SAD), speaker
diarization and environmental sniffing techniques, and is evaluated
on naturalistic audio streams from the Prof-Life-Log corpus. We
also report performance of the individual systems, and also present a
combined analysis which reveals the interaction of the subject with
both people and environment. Hence, this study establishes the effi-
cacy and novelty of using contemporary speech technology for life
logging applications.

Index Terms— Social Interaction Analysis, Personal Interac-
tion Analysis, Environmental sniffing, Eigen value decomposition
(EVD)

1. INTRODUCTION

Collecting personal audio recordings is becoming increasing inex-
pensive and feasible with the popularity of mobile personal com-
puting devices and ubiquitous inexpensive storage. Personal audio
recordings collected over an entire day contain a wealth of informa-
tion pertaining to interaction with work/personal environment and
people. Using speech and language processing capabilities, it is pos-
sible to mine these recordings for knowledge. For example, one
could find answers to questions like “how much time did I spend
driving this week?”, “how much time did I spend meeting with my
son helping with his homework last month?” etc. In this study, we
propose a personal interaction analysis system that combines the ca-
pability of Speech Activity Detection (SAD), Speaker Diarization,
and Environmental Sniffing techniques to track and record a person’s
activities.

To facilitate this study, we have used data from the Prof-Life-
Log corpus. The Prof-Life-Log corpus contains audio recordings
for an entire work day (10+ hours) collected using the LENA (Lan-
guage Environment Analysis) unit [6]. The LENA unit is light and
compact, and is easily worn by a person. In this study, the per-
son wearing the LENA unit is referred to as the primary speaker.
Other speakers appearing in the audio recording are referred to as
secondary speakers. The personal interaction analysis system pro-
posed is able to separate speech from background. For this purpose,
we use a Speech Activity Detector. In this study, we have used an un-
supervised SAD approach based on voicing measures and perceptual

spectral flux proposed by Sadjadi and Hansen [1]. The unsupervised
approach is suitable for our problem since the audio recordings used
contain a variety of non-stationary noise-types.

Additionally, using the speech segments generated by the SAD
and speaker diarization techniques, the proposed system can separate
the primary from secondary speakers, and the secondary speakers
from each other. This capability allows us to estimate the number of
secondary speakers in the audio track, along with other conversation
metrics related to primary and secondary speaker interaction (e.g.,
turn taking behavior). A traditional diarization system is bottom-
up, (i.e., the process starts with segmentation and changing point
detection). Subsequently, each segment is merged with other similar
segments using similarity measures such as Bayesian information
criteria (BIC). This process is repeated until the number of remaining
nodes are equal to the number of speakers [5]. However, using BIC
is time consuming and requires prior knowledge of the number of
speakers. Therefore, in this study, we have proposed a new approach
for speaker diarization that simultaneously segments and estimates
the number of speakers using an eigen-decomposition approach.

Finally, using pause segments generated by the SAD algorithm,
the proposed system uses environmental sniffing[2] techniques to
classify the background audio environments into general categories
such as “office”, “restaurant”, “car” etc. This capability allows us
to track the speaker through various environments. In this study, we
have used the acoustic signature vector (ASV) method recently pro-
posed in [4] to segment and classify background audio environments.
It is noted that other techniques such as [9, 10] have also been pro-
posed for environmental detection and auditory scene analysis. The
ASV technique is unsupervised which makes it more suitable for
naturalistic audio streams that contain a large diverse set of audio
environments.

2. PROF-LIFE-LOG

In this study, we have used data from the Prof-Life-Log corpus for
evaluation. The Prof-Life-Log corpus is a collection of long single-
session audio recordings in natural settings. The audio is recorded
using a light-weight compact device called the LENA unit, that is ca-
pable of recording up to 16+ hours continuously. In our collection,
the device is worn for the entire workday, and the audio data is cap-
tured continuously throughout the day(e.g., sample day-long record-
ings have included ICASSP and Interspeech Conferences). Fig. 1
shows the LENA device (attached to the shirt pocket) collecting au-
dio data is various settings. So far, the Prof-Life-Log corpus contains
35+ days of audio recordings, resulting in a total collection of 300+
hours. We have annotated speaker and environment information in
the corpus. For environment sniffing, we have annotated approxi-
mately 5 hours of data for use in evaluation. For the speaker diariza-
tion task, we have annotated 6 hours of Prof-Life-Log containing 10
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Fig. 1. Data collection using the LENA unit: A single session consists of 10+ hours of audio recording with the speaker constantly carrying
the unit. Speech is collected in a wide variety of backgrounds such as Cafeteria, Office, Meeting, Walking, Driving, etc. The primary speaker
wears the LENA unit, and his/her interaction with secondary speakers is captured.

speakers.

Fig. 2. Proposed personal interaction system uses speech activity de-
tection (SAD), speaker diarization and environmental sniffing tech-
niques to analyze user interaction with people and environment.

3. PROPOSED SYSTEM

As shown in Fig. 2, our system consists of five different com-
ponents, namely, Speech Activity Detection (SAD), Environmental
Sniffer, Primary vs. Secondary Speaker Detector, Speaker Count
Estimator and Speaker Diarization system. In what follows, we de-
scribe each component.

3.1. Speech Activity Detection (SAD)

The incoming audio recordings are first segmented into speech and
background using the SAD proposed in [1]. The speech signal is first
segmented into 10ms frames and then energy and spectral flux fea-
tures are computed for each frame. Subsequently, a 2-mixture GMM
is trained for both features using the entire audio file. In order to as-
sign each frame to speech or background, a threshold is first set to
the average of the mixture means. Subsequently, speech/background
decisions are made for each frame by comparing the feature value to
the threshold.

The raw SAD output requires smoothing as it ocassionally con-
tains rapid fluctuations between speech and pause decisions. For
smoothing, we use majority voting within a 1 second window, (i.e.,
the 1s segment is declared speech as it contains more speech deci-
sions and vice-versa). The post smoothing decisions are the final
SAD output and are used in the remaining sub-tasks.

3.2. Speech Analysis

3.2.1. Speaker Count Estimation

We propose a new approach for speaker diarization that simultane-
ously estimates speaker count and segments. Traditional diarization
systems use BIC (Bayesian Information Criterion) to merge similar
clusters. This process is computationally expensive and inefficient
for large audio recordings. In this study, we use k-means cluster-
ing followed by eigen-analysis to perform segmentation and speaker
count estimation. This process is described below.

Using the speech segments from SAD, we first train a GMM
(conceptually similar to a Universal Background Model used in
speaker recognition). Let Xs be the acoustic feature vectors for
segment s that is used to train the mentioned GMM. Next, we adapt
the GMM using each speech segment. Let the model obtained by
adapting the GMM using the jth segment be Mj . Finally, let

P (Xk|Mj) (1)

be the posterior probability of segment Xk being generated by
Model Mj . Let the kth speech segment be denoted by

Vk = [P (Xk|M1), P (Xk|M2), ..., P (Xk|MM )]T . (2)

Using these vectors, we construct the correlation matrix

MCorr = [V1n, V2n, ..., VMn]T ∗ [V1n, V2n, ..., VMn], (3)

where Vin is the normalized version of Vi (i.e., the norms equals 1).
Now, by performing eigen-decomposition of MCorr ,

MCorr = U ∗
∑
∗U ′, (4)

we can count the number of eigenvalues in
∑

larger than a prede-
fined threshold set using the p-value test [11]. Using this threshold,
we can determine the number of eigenvalues greater than the p-value
test threshold, and we assume that this number is equal to number of
speakers in the audio file.

To implement the p-value test, we process all segments through
our system 500 times and for each, perform eigen decomposition
over the correlation matrix described earlier. By fitting a Gaussian
distribution to the derivative of the curves fitted to eigen values in
each iteration, we compute the bottom 5 percent value in that distri-
bution and set this as the threshold.
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3.2.2. Speaker Diarization

Using the speaker count estimate, we perform k-means clustering
on vectors Vin, i = 1, ...,M to obtain speaker clusters [7]. The k-
means algorithm provides a locally optimal solution and is highly
sensitive to initial values. Therefore, we propose an eigenvector
based strategy to select the initial set of vectors as opposed to a ran-
domly selected vector set. In this approach, we decompose MCorr

as follows,

MCorr = U ∗
∑1/2

∗
∑1/2

∗ UT (5)

= (
∑1/2

∗ UT )T ∗ (
∑1/2

∗ UT )

= V T
New ∗ VNew.

Next, we use the first K vectors of VNew as the initial vector set
for k-means clustering.

3.2.3. Primary vs. Secondary speaker detection

The primary speaker’s speech in our audio recordings is easily sep-
arated from secondary speakers since the primary speaker is closest
to the microphone. It is reasonable to assume that this characteris-
tic would be generally true across personal audio recordings (due to
the nature of data collection). Therefore, in the proposed system, we
first separate primary from secondary speakers using the proposed
diarization scheme (and fix the speaker count to two). Subsequently,
we apply the speaker diarization approach again on secondary speak-
ers to estimate the unknown speaker count and to obtain individual
speaker segments.

3.3. Environmental Sniffing

Using the background segments generated by SAD, we use environ-
mental sniffing[4] to track the audio background environments of the
primary speaker. In this study, we have used the Acoustic Signature
Vector (ASV) technique proposed in [4] for environment segmenta-
tion.

The ASV extraction process in briefly reviewed here. First, a
GMM (Gaussian Mixture Model) is trained using large quantities of
diverse audio material and used as the background acoustic model.
Next, the ASV is computed as follows. Let Xe be the acoustic fea-
ture vector (such as MFCCs) that is used to train M-mixture GMM,
where mj is the jth mixture. Finally, let P (Xe|mj) be the pos-
terior probability of feature vector Xe being generated by mixture
mj . Now, let the kth audio segment be denoted by Vk. Assuming
Vk contains N feature vectors,(i.e., Vk = [Xe1Xe2 . . . XeN ]), we
compute the average posterior probability of mixture mj across all
feature vectors in Vk as,

qm =
1

N
ΣN

i=1P (Xei|mj). (6)

Next, we construct the a posterior probability vector Q as,

Q = [q1q2 . . . qM ]T , (7)

and term Q as the acoustic signature vector (ASV). Let the ASV for
the Vk (kth segment) be denoted by Qk.

In the next step, the ASVs are clustered into homogenous groups
using the k-means algorithm. In order to determine the number of
unique environments in the audio file, we use the proposed eigen-
decomposition based speaker count estimation technique (see Sec.
3.2.1). The only modification being that we estimate the number of
environments (as opposed to number of speakers).

4. RESULTS

In this study, we have used MFCC (Mel-frequency cepstral coeffi-
cient) features for the speaker diarization and environmental sniffing
tasks. The MFCCs were extracted with a frame duration of 25ms
and 10ms skip using 27-filterbanks. We used 12 static coefficients
with energy. For speaker diarization and environmental sniffing, we
used 64 mixture and 128 mixture GMM, respectively.

Fig. 4 shows the DET (detection error trade off) curve for the
SAD employed. The miss rate (Miss − SAD) is the percentage
of speech frames that were mis-classified as background, and false-
alarm rate (FA − SAD) is the percentage of background frames
mis-classified as speech frames. For this study, we choose an op-
erating point that provides 9% miss-rate and 2.1% false-alarm rate.
The reported SAD results are very competitive given the naturalistic
variable of audio backgrounds in Prof-Life-Log.

Fig. 4. DET curve showing SAD performance:Prof-Life-Log data
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Fig. 5. Speaker Diarization Performance using standard NIST
metrics:System A (Random Initialization), System B (Eigen-vector
based Initialization)

For speaker diarization, we evaluated two variations of the pro-
posed system, namely, System A: uses random initialization for k-
means clustering, and System B: uses proposed eigenvector based
initialization for k-means clustering (see Sec. 3.2.2). Figure 5
shows the speaker diarization results for Systems A and B. The first
two evaluation metrics Miss − SAD and FA − SAD represent
the SAD performance. In this study, we have used the standard
NIST speaker diarization evaluation package [8]. Here, we report
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Fig. 6. Environment sniffer performance: Equal Error Rate (EER)
for various Environments.

the standard NIST metrics in Fig. 5: (i) speaker error (Espur), (ii)
missed speech (EMISS), (iii) false alarm speech (EFA), and (iv) di-
arization error rate (DER). The final two metrics, speaker insertion
(SpkrINS) and deletion (SpkrDEL) errors represent the numbers of
speakers falsely hypothesized and missed by the diarization system.

For system A, we repeated the diarization task 100 times with
different initializations for the k-means algorithm. Fig. 5 shows the
mean and the first-standard-deviation of the diarization results for
System A. The sensitivity of system A to random initialization can
be observed from the figure, as the DER ranges from 15% to 28%
depending upon initialization. Furthermore, the merit of eigenvec-
tor based k-means initialization can also be observed at system B
performs equal to or better than system A.

Fig.6 shows the performance of the Environmental Sniffer
in terms of EER (Equal Error Rate) for different environments.
The average performance across all environments is 19% EER.
The best and worst EERs are obtained for car (2%) and student
union(Cafeteria)(23%) environments.

Fig.3 shows the combination of SAD, speaker diarization and
environmental sniffing results over approximately 3+ hours of con-
tinuous Prof-Life-Log data. The analysis reveals that primary
speaker was initially in his office. While in office the speaker
has brief conversations with speakers C and D. Subsequently, he
drove to a restaurant for lunch with speakers C and D. The analysis
also suggests that the primary speaker had lunch with all secondary
speakers. Hence, it can be seen that the timeline presented in Fig. 3
summarizes the main events of the day and reveals speaker location
and movement during the day.

5. CONCLUSION

In this study, we have shown the efficacy of using SAD, speaker
diarization and environmental sniffing in building a personal au-
dio analysis system. We have evaluated the proposed system us-
ing Prof-Life-Log corpus which contains naturalistic audio streams.
In particular, we have demonstrated that it is possible to perform
speech/pause detection, speaker count estimation, speaker diariza-
tion, primary and secondary speaker detection and environment clas-
sification with good accuracy. We have also demonstrated that it is
possible to perform interesting analysis relating to subject movement
and engagement by combining the outputs of SAD, speaker diariza-
tion and environmental sniffing systems.

6. RELATION TO PRIOR WORK

Speech activity detection (SAD), speaker diarization and environ-
mental sniffing are well established areas of research [1, 5, 4, 2].
In this study, we propose a personal interaction analysis system that
combines the capability of the mentioned techniques to deliver novel
analysis capability. We have also proposed improvements to speaker
diarization and environmental sniffing techniques in order to build
more efficient systems for naturalistic audio streams such as Prof-
Life-Log with extended duration up to 16 ours.
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