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ABSTRACT

In this paper, a speaker diarization system based on data-
driven segmentation is proposed. In addition to the usual seg-
mentation and clustering steps, a new module which detects
repeated segments between the same shows broadcasted on
different dates is added. This process is achieved by using
the ALISP-based audio identification system which segments
audio data into pseudo-phonetic units. The ALISP segmen-
tation is then used to identify the similar audio segments in
TV and radio shows. The system was evaluated during the
ETAPE 2011 evaluation campaign and obtained a Diarization
Error Rate - DER of 16.23% which was the best result among
seven participants.

Index Terms— speaker diarization, ALISP units, data-
driven audio sequencing.

1. INTRODUCTION

In a speaker diarization task the goal is to segment an in-
put audio stream into homogenous regions according to
speaker’s identities in order to answer the question ”Who
spoke when?”. Speaker diarization is a very useful prepro-
cessing step for many audio technologies such as automatic
speech and speaker recognition, audio indexing or rich tran-
scription.

We are interested in speaker diarization for TV and radio
shows which include various acoustic sources such as stu-
dio/telephone speech, music, or speech over music. Speaker
diarization relies on a speaker segmentation step, followed
by a clustering process. The speaker segmentation step aims
to locate the boundaries of speech segments by finding the
speaker change or more generally acoustic change points.
Speaker clustering is applied to the speech segments that
seem to be pronounced by the same speaker.

Several diarization systems have been reviewed by Anguera
et al. in [1]. Most of these systems are divided into two cat-
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egories: bottom-up and top-down approaches. Bottom-up
approaches are by far the most common in the literature.
Such approaches consist of over-segmenting the audio stream
into equal-length segments, training a number of models,
and successively merging and reducing the number of clus-
ters until only one remains for each speaker. On the other
hand, top-down approaches start with a single speaker model
trained on all speech segments, and add new speakers until
the stop criterion is reached.

In this paper, a new module based on audio fingerprinting
concept is added. We exploit the fact that TV and radio shows
keep generally the same structure with same presenters and
jingles. We propose to compare the show to be segmented
with the same show broadcasted before in order to find the
common audio segments. This operation is performed via au-
dio fingerprinting which involves the extraction of a finger-
print for each audio document stored in a reference database.
An unlabeled audio excerpt is identified by comparing its fin-
gerprint with those of the reference database.

An audio fingerprint is a compact content-based signature
that summarizes an audio recording. In the proposed sys-
tem, the audio fingerprint is extracted from audio data using a
data-driven audio sequencing (segmentation) based on ALISP
(Automatic Language Independent Speech Processing) tools.
These tools were first developed for very low bit-rate speech
coding [2], and then successfully adapted for other tasks such
as speaker [3], and language recognition [4], and audio iden-
tification [5].

The diarization system is evaluated during the French
ETAPE 2011(”Evaluations en Traitement Automatique de la
Parole”) evaluation campaign [6] on TV and radio shows and
obtained the best results among seven participants. The paper
is organized as follows. In Section 2, the proposed speaker di-
arization system is presented. In Section 3, the experimental
protocol and databases are described. Results and discussions
are reported in Section 4. Conclusions and perspectives are
given in Section 5.

7736978-1-4799-0356-6/13/$31.00 ©2013 IEEE ICASSP 2013



2. SPEAKER DIARIZATION SYSTEM BASED ON
ALISP SEGMENTATION

The proposed speaker diarization system consists of the fol-
lowing steps:

a) ALISP-based audio sequencing and identification;
b) Voice activity detection;
c) Bayesian Information Criterion (BIC) segmentation;
d) BIC clustering;
e) Viterbi decoding; and
f) Normalized Cross Likelihood Ratio (NCLR) clustering.
Steps c) to f) are performed using the LIUM Speaker Di-

arization toolkit [7].

2.1. ALISP-based Audio Sequencing and Identification

The proposed system uses automatically acquired segmen-
tal units provided by ALISP tools to search for recurrent
segments in TV and radio shows. The reference database
is built from audio segments provided by annotated training
and development databases (more details about databases are
provided in section 3.1). These segments represent speech
sentences, silence, noise, jingles, music and advertisements.
Then ALISP transcriptions of reference segments are com-
puted using HMMs (Hidden Markov Models) provided by
the ALISP tools and compared to the transcriptions of the TV
and radio shows stream using the Levenshtein distance [8].

An example of the output file provided by the ALISP
module is shown in Figure 1. The ”Spk” label presents a re-
current speech sentence detected in the reference database,
while the unknown label is relative to the signal part which
was not detected in the reference database.

Fig. 1. Example of an output file provided by ALISP-based
audio sequencing and identification

Fig. 2. Example of an output file provided by the voice activ-
ity detection system

ALISP method consists of two main modules: ALISP unit
acquisition and segmentation, and approximate matching to
find recurrent segments.

2.1.1. ALISP Model Acquisition and Segmentation

As explained in [2] [3] [4] and [5], the set of ALISP models
is automatically acquired through parameterization, tempo-
ral decomposition, vector quantization, and Hidden Markov
Modeling. This set of HMM ALISP models is used to trans-
form a new incoming audio data into a sequence of ALISP
symbols.

The parameterization of the audio data is done with Mel
Frequency Cepstral Coefficients (MFCC), calculated on 20
ms windows, with a 10 ms shift. For each frame, a Hamming
window is applied and a cepstral vector of dimension 15 is
computed and appended with first order deltas.

After the parameterization step, temporal decomposition
is used to obtain an initial segmentation of the audio data into
quasi-stationary segments. This method was introduced orig-
inally by Atal [9] as a nonuniform sampling and interpolation
procedure for efficient parameter coding. The detailed algo-
rithm to compute interpolation functions can be found in [10].

The next step in the ALISP process is the unsupervised
clustering procedure performed via Vector Quantization [11].
This method maps the P-dimensional vector of each segment
provided by the temporal decomposition into a finite set of L
vectors which define the number of ALISP units.

The final step is performed with the Hidden Markov Mod-
eling procedure. The objective here is to train robust models
of ALISP units on the basis of the initial segments.

Figure 3 shows an ALISP segmentation of an advertise-
ment excerpt.

2.1.2. Approximate Matching Process of ALISP Units

Approximate string matching algorithms are a traditional
area of study in computer science. With the huge increase
of nucleotide and protein sequence data produced by various
genome projects, fast string matching algorithms are devel-
oped. Our approximate string matching algorithm is based
on the Basic Local Alignment Search Tool (BLAST) [12],
widely used in bioinformatics. More details about this com-
ponents can be found in [5].

2.2. Voice Activity Detection

The next step in the system is the voice activity detection. The
goal is to remove the ”nonspeech” segments whose duration
is above a predefined threshold.

Our voice activity detection system operates only on the
portions of the signal labeled as ”unknown” by the ALISP-
recognizer. It relies on a two-class detector, with Gaussian
Mixture Model (GMM) trained on speech and non speech
data.

The parameterization is done with Mel Frequency Cep-
stral Coefficients (MFCC), calculated on 20 ms windows,
with a 10 ms shift. For each frame, a cepstral vector of di-
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Fig. 3. Advertisement spectrogram with its ALISP segmentation, ”HG”,”HR”,”Hy”,etc. are the ALISP model names.

mension 12 is computed and appended with first and second
order deltas and the Zero Cross Ratio.

A minimum duration of 0.5 s is defined for speech and
nonspeech segments. In fact each class is modeled as a con-
catenation of 50 one-state HMM models.

An example of the output file provided by the voice activ-
ity detection module is shown in Figure 2. The ”Nosp” label
is relative to a non speech segment, while the ”Sp” is relative
to speech segment.

2.3. Bayesian Information Criterion - BIC Segmentation

The goal of speaker segmentation is to split an audio stream
into homogeneous regions where only one speaker is present.
After the voice activity detection step, only the portions of the
signal labeled as ”Sp” are taken into consideration for the BIC
segmentation.

This problem is considered as a model selection problem
between two neighboring and overlapping audio segments as
follows:

- a single model M for both segments X1 = x1, ..., xi and
X2 = xi+1, ..., xN ,

- two different models M1 and M2 for the segments X1
and X2 respectively.

In practice, a metric distance is computed between the two
hypothesis and an empirically set threshold is used to decide
whether both segments come from the same speaker. The
most common distance is based on BIC and its associated
△BIC [13]. The two closest segments are merged at each
iteration until △BIC > 0.

2.4. Bayesian Information Criterion Clustering

Whereas the BIC segmentation operates on neighboring seg-
ments in order to detect whether or not they correspond to the
same speaker, BIC clustering is performed to group together
all the segments that belong to the same speaker. As for the
segmentation process, at each iteration the closest clusters are
merged until △BIC > 0.

2.5. Viterbi Decoding

Viterbi decoding is performed to generate a new segmenta-
tion. Each cluster is modeled by a single-state HMM with
an 8-component GMM. This process is necessary in order to
refine the segment boundaries.

2.6. Normalized Cross Likelihood Ratio Clustering

Up to this level, the MFCC features are not normalized in
order to use the information related to the background envi-
ronment to detect speaker changes and ensure that each clus-
ter contains one speaker. This step aims to avoid that sev-
eral clusters represent the same speaker. Therefore, the back-
ground environment is removed, through feature normaliza-
tion. Then, a hierarchical agglomerative clustering is realized
over the last diarization.

An Universal Background Model (UBM) is built using
training data, and the means of this model are adapted for each
cluster to obtain a GMM model for each speaker. As for the
BIC clustering, at each iteration, the two closest clusters are
merged. The most common measure used in this step is the
Normalized Cross Likelihood Ratio-NCLR [14]. The cluster-
ing stops when the NCLR measure is higher than a predefined
threshold.

3. EXPERIMENTAL SETUP

As previously mentioned, the system was evaluated during
the French ETAPE 2011 evaluation campaign. This campaign
focused on TV and radio shows with various level of sponta-
neous speech and multiple speaker speech and did not target
any particular type of shows.

Four tasks were considered in the ETAPE 2011 bench-
mark which are: multiple speaker detection, speaker diariza-
tion, lexical transcription, named entity detection.

3.1. Corpus

The ETAPE 2011 corpus consists of 13.5 hours of radio data
and 29 hours of TV data. Table 1 summarizes the available
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data.
Note that the number of hours is reported in terms of

recordings, not speech. It was measured that about 77% of
the recording contains speech. Moreover, it was found that
about 1.5 hours correspond to multiple speaker areas, which
corresponds to about 7% of the time over all shows. This
amount of overlapping speech makes the speaker diarization
task more complicated.

genre train dev test
TV news 7h30 1h35 1h35
TV debates 10h30 2h40 2h40
TV amusements - 1h05 1h05
Radio shows 7h50 3h00 3h00
Total 25h50 8h20 8h20

Table 1. Duration of the training, development and test sets
of ETAPE 2011 data.

3.2. Thresholds Setting

The proposed speaker diarization system contains four thresh-
olds value which need to be fixed. These threshold are related
to Levenshtein distance, BIC segmentation, BIC clustering
and NCLR clustering.

Previous experiments were conducted in order to fix the
Levenshtein distance threshold in the context of audio identi-
fication where the goal is to identify advertisements and songs
in radio streams [5]. These experiments consist of computing
the Levenshtein distance between ALISP transcriptions of the
reference advertisements and their broadcasted occurrences
in the radios and between ALISP transcriptions of the refer-
ence advertisements and data that does not contain advertise-
ments. This study leads to a Levenshtein distance threshold
of 0.55% [5].

In order to fix the other three thresholds, an automatically
tuning by trying various combinations of thresholds was per-
formed on the ETAPE development corpus. Each generated
segmentation is scored against the reference segmentation and
the thresholds that gave the lowest DER were used in the eval-
uation.

4. RESULTS AND COMPARISON

In order to evaluate the contributions of the ALISP-based
module to the diarization results, a second experience was
performed without that module. In Table 2 the DER val-
ues are reported for the baseline system (without the ALISP
module) and the ALISP-based system.

Note that the ALISP-based module has improved the di-
arization results for all TV and radio shows. However, these
improvements were not significant for all audio files. This is
essentially related to the structure of the radio or TV show

Show name Baseline ALISP
BFMTV-BFMStory-175900 19.30 15.87
LCP-CaVousRegarde-235900 20.70 12.60
LCP-EntreLesLignes-192800-1 24.77 17.31
LCP-EntreLesLignes-192800-2 27.19 18.48
LCP-PilesEtFace-192800 28.42 19.76
LCP-TopQuestions-000400 35.46 29.55
LCP-TopQuestions-213800 15.87 2.44
TV8-LaPlaceDuVillage-201300 37.86 22.27
TV8-LaPlaceDuVillage-172800 35.82 20.40
EST2BC-FRE-FR-1000 14.55 13.75
EST2BC-FRE-FR-1750 39.41 22.93
EST2BC-FRE-FR-2152-1 41.83 27.34
EST2BC-FRE-FR-2152-2 29.91 23.93
EST2BC-FRE-FR-0910 8.73 8.26
EST2BC-FRE-FR-2004 21.13 15.48
ETAPE-2011 (whole data) 24.73 16.23

Table 2. Diarization Error Rate for the baseline and ALISP
system.

and whether this structure is the same each time the program
is broadcasted.

Generally, the introduction of the ALISP module in the
speaker diarization system has decreased the DER by 8.5%.
Moreover, it is important to notice that the proposed ALISP-
based speaker diarization system has obtained the best results
in the ETAPE 2011 evaluation campaign among 7 partici-
pants, where the greatest DER value was 29.32% [15].

Related to the processing time, the system without the
ALISP-based module runs at a speed of 10 seconds per
minute on a 3.00GHz Intel Core 2 Duo 4GB RAM. When the
ALISP-based module is added, the runtime increased to 40
seconds per minute.

5. CONCLUSIONS AND PERSPECTIVES

In this paper, a speaker diarization system using a data-driven
segmentation process is proposed. A new module based on
ALISP models is added before the segmentation and cluster-
ing process in order to identify similar audio segments be-
tween the same TV or radio show broadcasted on different
dates. The system was evaluated during the ETAPE 2011
evaluation campaign and obtained a DER of 16.23%, which
is the best result among all participants. We also demonstrate
that the ALISP module in the speaker diarization system has
decreased the DER by 8.5%.

Future work will be dedicated to extend this work to the
visual context. The main idea is to train an audiovisual data
driven model and exploit them in order to segment audiovi-
sual document. We will also focus on improving the speaker
diarization system by using the semantic information derived
from an automatic speech recognition system.
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