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ABSTRACT

Likelihood ratio (LR) scoring in PLDA speaker verification sys-
tems only uses the information of background speakers implicitly.
This paper exploits the notion of empirical kernel maps to incor-
porate background speaker information into the scoring process ex-
plicitly. This is achieved by training a scoring SVM for each target
speaker based on a kernel in the empirical feature space. More spe-
cially, given a test i-vector and the identity of the target under test,
a score vector is constructed by computing the LR scores of the test
i-vector with respect to the target-speaker’s i-vectors and a set of
background-speakers’ i-vectors. While in most situations, only one
target-speaker i-vector is available for training the SVM, this pa-
per demonstrates that if the enrollment utterance is sufficiently long,
a number of target-speaker i-vectors can be generated by an utter-
ance partitioning and resampling technique, resulting in much better
scoring SVMs. Results on NIST 2010 SRE suggests that the idea of
incorporating background speaker information into PLDA scoring
through training speaker-dependent SVMs together with the utter-
ance partitioning techniques can boost the performance of i-vector
based PLDA systems significantly.

Index Terms— I-vectors; probabilistic linear discriminant
analysis; empirical kernel maps; likelihood ratio kernels

1. INTRODUCTION

1.1. Motivation of Work

The i-vector approach [1] to speaker verification is based on the idea
of joint factor analysis (JFA) [2,3] in which the channel and speaker
spaces are considered as a single space called the total variability
space. Recent research has been focusing on using heavy-tailed
probabilistic linear discriminant analysis (PLDA) [4] and Gaussian
PLDA [5, 6] to suppress session variability in i-vectors [1]. In these
systems, given a test i-vector and a target-speaker i-vector, the ver-
ification decision is based on the log-likelihood ratio (LR) score
derived from two hypotheses: (1) the test i-vector and the target-
speaker i-vector are from the same speaker and (2) these two i-
vectors are from two different speakers. Because the computation
of the likelihood ratio does not involve other i-vectors, this scor-
ing method implicitly uses background information through the uni-
versal background model (UBM) [7] and the total variability matrix
when estimating the i-vectors and through the PLDA loading matrix
when computing the LR score. This LR scoring method is com-
putationally efficient, and because it is a Bayesian approach, score
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normalization is not necessary. However, the implicit use of back-
ground information is a drawback of this method.

This paper explores the possibility of using discriminative model
for scoring so that the use of background information becomes ex-
plicit. Specifically, for each target speaker, an empirical score space
with dimension equal to the number of training i-vectors for this tar-
get speaker is defined by using the idea of empirical kernel maps
[8–10]. Given an i-vector, a score vector living in this space is
formed by computing the LR score of this i-vector with respect to
each of the training i-vectors. A speaker-dependent support vector
machine (SVM) – referred to as empirical LR SVM – can then be
trained using the training score vectors. During verification, given
a test i-vector and the target-speaker under test, the LR score is
mapped to a score vector, which is then fed to the target-speaker’s
SVM to obtain the final test score.

Using speaker-dependent SVMs for i-vector scoring is not very
popular in speaker verification, primary because of its inferior per-
formance when compared with cosine distance scoring [1] and PLDA
scoring [4]. The poorer performance of SVM scoring, however, is
mainly due to the severe imbalance between the number of target-
speaker vectors and the number of background speaker vectors. Typ-
ically, there is only one i-vector per target speaker, because only
one enrollment session is available. This difficulty, however, can be
overcome by a technique called utterance partitioning with acous-
tic vector resampling (UP-AVR) [11–13]. This technique has been
successfully applied to both GMM-SVM [14–16] and i-vector based
systems [17].

The idea of UP-AVR is based on the observation that the dis-
criminative power of i-vectors reaches a plateau quickly when the ut-
terance length increases [13]. This means that the speaker-dependent
information in a long utterance cannot be fully utilized if only one
i-vector is extracted from the utterance. To maximize the utiliza-
tion, UP-AVR first reshuffles the acoustic vector sequence of a long
utterance; then the reshuffled acoustic-sequence is partitioned into
equal-length segments, with each segment independently used for
estimating an i-vector. This frame-index randomization and parti-
tioning process can be repeated several times to produce a desirable
number of i-vectors for each conversation. It has been demonstrated
in [17] that increasing the number of target-speaker i-vectors can
help the SVM training algorithm to find better decision boundaries,
thus making SVM scoring outperforms cosine-distance scoring. In
this paper, we further demonstrate that UP-AVR is indispensable for
training the speaker-dependent empirical LR SVMs.

1.2. Related Works

There has been previous work that uses discriminative models for
PLDA scoring. For example, in [18, 19], for each verification trial,
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the LR score of a test i-vector and a target-speaker i-vector is ex-
pressed as a dot product between a speaker-independent weight vec-
tor and a vector whose elements are derived from these two i-vectors
in the trial. The weight vector is discriminatively trained by logis-
tic regression or SVM training algorithm using all of the available
i-vector pairs (same-speaker pairs and different-speaker pairs) in the
development set. Essentially, this method trains a binary classify
that takes a pair of i-vectors as input and produces a score that bet-
ter reflects the similarity/difference of the pair. This idea has been
extended to gender-independent PLDA scoring in [20].

The SVM scoring method proposed in this paper is different
from these previous studies in three aspects. First, all of these studies
use a large number of same-speaker and different-speaker i-vector
pairs to train a speaker-independent SVM for scoring. As a result,
the discrimination between the same-speaker and different-speaker
pairs are encoded in the SVM weights. On the other hand, the pro-
posed method captures the discrimination between the target-speaker
and impostors in the SVM weights as well as in the score vectors that
live in the empirical feature space. Second, in the proposed method,
the SVMs can be optimized for individual target-speakers, whereas
the speaker-independent SVM in [18–20] is optimized for all tar-
get speakers. Third, because the dimension of the empirical feature
space depends on the number of background-speaker i-vectors, it
is possible to limit the dimension so that more flexible non-linear
SVMs can be applied to the score vectors.

The empirical kernel map in this paper is related to the anchor
models [21–23]. However, in the anchor model, a test utterance is
projected into a space represented by a set of reference speakers un-
related to the target-speakers, whereas the empirical feature space is
represented by the target speaker and a set of background speakers.

2. EMPIRICAL LR KERNELS FOR SVMS

2.1. Gaussian PLDA

The aim of LDA [24] is to find a set of orthogonal axes for mini-
mizing the within-class variation and maximizing the between-class
separation. In 2007, Prince and Elder [6] proposed a probabilistic
approach to the same problem and named the method probabilistic
LDA. Kenny [4] applied a similar spirit but replaced the Gaussian
distribution of the i-vectors with Student’s t-distribution and used a
fully Bayesian approach to estimating the model parameters. The re-
sulting model is commonly referred to as heavy-tailed PLDA in the
literature. Recently, Garcia-Romero and Espy-Wilson [5] showed
that transforming the heavy-tailed distributed i-vectors by whitening
and length normalization enables the use of Gaussian assumptions
for the PLDA model. It was found that the resulting model, namely
Gaussian PLDA, can achieve performance equivalent to that of more
complicated systems based on the heavy-tailed assumption. In this
paper, we focus on Gaussian PLDA.

Given a set of D-dim length-normalized [5] i-vectors
X = {xij ; i = 1, . . . , N ; j = 1, . . . , Hi} obtained from N training
speakers each has Hi i-vectors, we aim to estimate the latent vari-
ables Z = {zi; i = 1, . . . , N} and parameters ω = {µ,W,Σ} of
a factor analyzer [6]:

xij = µ+Wzi + ϵij , (1)

xij ,µ ∈ ℜD, W ∈ ℜD×M , zi ∈ ℜM , ϵij ∈ ℜD,

where W is a D × M factor loading matrix (M < D), µ is the
global mean of X , zi’s are the speaker factors, and ϵij’s are resid-
ual noise assumed to follow a Gaussian distribution with zero mean

and covariance Σ. Because the i-vector dimension D is sufficiently
small, it is possible to estimate the full covariance matrix [4, 5]. We
used full covariance for Σ for all systems.

Given a test i-vector xt and target-speaker’s i-vector xs, the like-
lihood ratio score can be computed as follows:

SLR(xs,xt) =
P (xs,xt|same speaker)

P (xs,xt|different speakers)

=

∫
p(xs,xt, z|ω)dz∫

p(xs, zs|ω)dzs
∫
p(xt, zt|ω)dzt

=

∫
p(xs,xt|z,ω)p(z)dz∫

p(xs|zs,ω)p(zs)dzs
∫
p(xt|zt,ω)p(zt)dzt

=
N

([
xT
s xT

t

]T ∣∣ [µT µT]T
,W̃W̃T + Σ̃

)
N

([
xT
s xT

t

]T ∣∣ [µT µT]T , diag{WWT +Σ,WWT +Σ}
)
(2)

where W̃ =
[
WT WT]T

and Σ̃ = diag {Σ,Σ}. Using Eq. 2
and the standard formula for the inverse of block matrices [25], the
log-likelihood ratio score is given by

SLR(xs,xt) = const + xT
sQxs + xT

tQxt + 2xT
sPxt, (3)

where

P = Λ−1Γ(Λ− ΓΛ−1Γ)−1; Λ = WWT +Σ

Q = Λ−1 − (Λ− ΓΛ−1Γ)−1; Γ = WWT.
(4)

2.2. Utterance Partitioning with Acoustic Vector Resampling

The aim of utterance partitioning is to maximize the utilization of
target-speaker’s information and to increase the influence of speaker-
class data on the SVM decision boundary. UP-AVR [12] uses the
notion of random resampling in bootstrapping [26] to produce a suf-
ficient number of i-vectors without compromising their representa-
tion power. For each conversation, a sequence of acoustic vectors
is extracted. Then, the sequence is partitioned into N equal-length
segments, and an i-vector is estimated from each segment. If more
i-vectors are required, the vector sequence is randomly reshuffled
and the partitioning process is repeated to produce another N vec-
tors. If this partitioning-randomization process is repeated R times,
(RN + 1) i-vectors can be obtained from a single conversation,
where the additional one is obtained from the entire acoustic se-
quence.

In theory, an infinite number of i-vectors can be obtained when
R → ∞. However, when R increases, a segment will contain a
significant number of acoustic vectors that also appear in other seg-
ments, which results in many similar i-vectors. To avoid this situa-
tion, R should be small. In this work, R was limited to 4.

2.3. Empirical Kernels and Empirical Kernel Maps

Eq. 2 shows that PLDA LR scoring uses the information of back-
ground speakers implicitly. To make better use of the background
information, we derived a speaker-dependent discriminative model
for scoring – empirical LR SVM.

Assume that after UP-AVR, Hs i-vectors have been extracted
from the enrollment utterance of speaker s. Denote these i-vectors
as:

Xs = {xs,1, . . . ,xs,Hs} . (5)
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Let’s denote the set of background-speaker i-vectors as:1

Xb = {xb,1, . . . ,xb,B} . (6)

Then, the SVM score of a test i-vector xt is

SSVM(xt,Xs,Xb) =
∑

j∈SVs

αs,jK(xt,xs,j) −

∑
j∈SVb

αs,jK(xt,xb,j) + ds
(7)

where SVs and SVb contain the indexes of the support vectors cor-
responding to the speaker class and impostor class, respectively, and
ds is a speaker-dependent bias.

There are several possibilities for the kernel K(·, ·). We focus
on the following two cases.

1. Empirical LR Kernel I:

K(xt,xs,j) = K
(−→
S LR(xt,Xs),

−→
S LR(xs,j ,Xs)

)
(8)

where

−→
S LR(xt,Xs) =


SLR(xt,xs,1)
SLR(xt,xs,2)

...
SLR(xt,xs,Hs)

 (9)

is an empirical kernel map and K(·, ·) is a standard SVM
kernel, e.g., linear or RBF.

−→
S LR(xs,j ,Xs) can be obtained

by replacing xt in Eq. 9 with xs,j . Similar formulations
apply to K(xt,xb,j) in Eq. 7. Note that the empirical fea-
ture space is defined by target-speaker’s i-vectors through the
PLDA model. Because Hs is typically small (17 in this work),
the dimension of

−→
S LR(xt,Xs) is low. Therefore, it is possi-

ble to use a non-linear kernel for K(·, ·).
2. Empirical LR Kernel II: Let’s denote X = {Xs,Xb} as the

training set for target-speaker s. Then,

K(xt,xs,j) = K
(−→
S LR(xt,X ),

−→
S LR(xs,j ,X )

)
(10)

where

−→
S LR(xt,X ) =



SLR(xt,xs,1)
...

SLR(xt,xs,Hs)
SLR(xt,xb,1)

...
SLR(xt,xb,B′)


(11)

where the B′ (B′ ≤ B) background i-vectors are selected
from the background speaker set Xb. Unlike Empirical LR
Kernel I, the score vector in Eq. 11 also contains the LR
scores of xt with respect to the background i-vectors. As a re-
sult, discriminative information between same-speaker pairs
{xt,xs,j}Hs

j=1 and different-speaker pairs {xt,xb,j}Bj=1 is em-
bedded in the score vector. Note that the vector size in Eq. 11
is independent of the number of target-speakers. Therefore,
the method is scalable to large systems with thousands of
speakers.

1It is not necessary to apply UP-AVR to background speakers because
background i-vectors are abundant.

3. EXPERIMENTS AND RESULTS

3.1. Speech Data and Acoustic Features

The extended core set of NIST 2010 Speaker Recognition Evaluation
(SRE) was used for performance evaluation. This paper focuses on
the interview and microphone speech of the extended core task, i.e.,
Common Conditions 1, 2, 4, 7 and 9. The interview and microphone
speech of male speakers in NIST 2005–2008 SREs were used as
development data for training the UBM, total variability matrix, and
PLDA model.

An in-house voice activity detector (VAD) [27, 28] was applied
to detect the speech regions of each utterance.2 Briefly, for each con-
versation side, the VAD uses spectral subtraction with a large over-
subtraction factor to remove the background noise. The low energy
and high energy regions of the noise-removed speech were used for
estimating a decision threshold. This energy-based threshold was
then applied to the whole utterance to detect the speech regions.

19 MFCCs together with energy plus their 1st- and 2nd- deriva-
tives were extracted from the speech regions as detected by the VAD,
followed by cepstral mean normalization [29] and feature warping
[30] with a window size of 3 seconds. A 60-dim acoustic vector was
extracted every 10ms, using a Hamming window of 25ms.

3.2. Total Variability Modeling and PLDA

The i-vector systems are based on a gender-dependent UBM with
1024 mixtures. 4,072 microphone utterances from NIST 2005–2008
SREs were used for training the UBM. We selected 9,511 utterances
from 191 speakers in NIST 2005–2008 SREs to estimate a total vari-
ability matrix with 400 total factors. We used the same data set for
training the total variability matrix to estimate the loading matrix
of Gaussian PLDA, but excluding those speakers with less than 8
utterances. Similar to [31], we applied within-class covariance nor-
malization (WCCN) [32] and i-vector length normalization before
training the PLDA model. The number of latent variables in PLDA
was set to 150.

3.3. PLDA LR Scoring versus PLDA SVM Scoring

We considered the classical LR scoring based on Gaussian PLDA
model as the baseline (PLDA in Table 1 and Fig. 1). For SVM scor-
ing, we selected 633 background speakers (i.e., B = 633 in Eq. 6)
and used their i-vectors to train an SVM for each target-speaker us-
ing the empirical LR kernels described in Section 2.3. Both linear
and RBF kernels were used for K(·, ·) in Eqs. 8 and 10. The penalty
factor was set to 1.0 for all SVMs.

UP-AVR was applied to both the baseline (PLDA) and SVMs.
For the former, we used the RN i-vectors produced by UP-AVR
together with the one estimated from the full-length enrollment ut-
terance to represent a target speaker. During verification, given a test
utterance, we computed the average PLDA LR score between the i-
vector of the test utterance and each of these (RN+1) target-speaker
i-vectors. In the experiment, we set R = 4 and N = 4, resulting in
17 i-vectors per target speaker. For the latter, for each target speaker,
17 i-vectors generated by UP-AVR and 633 background i-vectors
were used for training his/her scoring SVM. To reduce scoring time,
B′ in Eq. 11 was set to 100, which results in score vector dimension
of 17 and 117 for Empirical LR Kernel I and II, respectively.

2Resources of this VAD, including a Linux program and some segmenta-
tion files, can be downloaded from http://bioinfo.eie.polyu.edu.hk/ssvad/.
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Method Kernel K
EER (%) MinNDCF

CC1 CC2 CC4 CC7 CC9 Mic CC1 CC2 CC4 CC7 CC9 Mic

1 PLDA – 1.68 2.75 3.21 9.49 2.56 2.89 0.30 0.45 0.44 0.89 0.18 0.47

2 PLDA+UP-AVR – 1.97 2.97 3.39 10.01 2.56 3.15 0.34 0.48 0.49 0.90 0.26 0.51

3 PLDA+UP-AVR+SVM-I Linear 1.61 2.87 3.18 10.45 3.41 3.00 0.26 0.42 0.41 0.84 0.21 0.42

4 PLDA+UP-AVR+SVM-I RBF 1.61 2.87 2.81 15.61 3.42 3.02 0.26 0.42 0.37 0.85 0.16 0.42

5 PLDA+SVM-II Linear 3.07 5.18 5.22 11.54 4.27 5.16 0.68 0.87 0.81 0.99 0.85 0.86

6 PLDA+SVM-II RBF 2.78 4.82 4.92 10.60 4.06 4.84 0.45 0.71 0.64 0.92 0.58 0.68

7 PLDA+UP-AVR+SVM-II Linear 1.66 3.03 3.37 11.73 3.42 3.18 0.40 0.61 0.54 0.84 0.47 0.58

8 PLDA+UP-AVR+SVM-II RBF 1.31 2.47 2.76 9.40 3.42 2.65 0.25 0.45 0.39 0.87 0.20 0.44

Table 1. Performance of various scoring methods for NIST 2010 SRE (male speakers) under the common conditions that involve microphone
recordings. The methods are named by the processes applied to the i-vectors for computing the verification scores. For example, PLDA+UP-
AVR+SVM-I means that UP-AVR has been applied to create target-speaker i-vectors for training SVMs that use Empirical LR Kernel I (Eq. 8).
To highlight the importance of UP-AVR, Rows 5 and 6 show the performance of SVM scoring without UP-AVR. No score normalization was
applied in all systems.

Table 1 shows the performance of various scoring methods un-
der the common conditions that involve microphone recordings, and
Fig. 1 shows the DET curves achieved by four of the scoring meth-
ods. The scoring methods’ nomenclature is according to the pro-
cesses that were applied to the i-vectors. For example, PLDA+UP-
AVR represents applying UP-AVR to create a number of target-speaker’s
i-vectors for PLDA LR scoring.

The results suggest that except for CC9, SVM scoring that uses
UP-AVR and RBF kernels for K (Row 8) significantly outperforms
PLDA LR scoring (Row 1), demonstrating the advantage of incor-
porating discriminative information in the empirical feature space.
Comparing Rows 3 and 7 reveals that the linear kernel performs bet-
ter in the empirical LR kernel I (Eq. 8). This result is reasonable
because the score vectors

−→
S LR in Eq. 9 only use the target-speaker

i-vectors as references; as a result, a linear kernel will suffice. On
the other hand, the score vectors in Eq. 11 use both target- and
background-speaker i-vectors as references, resulting in more com-
plex score vectors and therefore require non-linear kernels for K.

3.4. UP-AVR for SVM Scoring and LR Scoring

To highlight the importance of UP-AVR in SVM scoring, Rows 5
and 6 of Table 1 show the performance of SVM scoring without UP-
AVR, i.e., each SVM was trained by one target-speaker i-vector and
633 background i-vectors. Evidently, without UP-AVR, the perfor-
mance of SVMs becomes so poor that the error rates are even higher
than that of PLDA. A comparison between Rows 6 and 8 further sug-
gests that UP-AVR is indispensable to SVM scoring. UP-AVR not
only helps to alleviate the data-imbalance problem in SVM training,
but also enriches the information content of the scoring vectors by
increasing the number of LR scores derived from the target speaker.
However, UP-AVR is not beneficial to LR scoring, as evident by the
inferior performance of PLDA+UP-AVR in Table 1 and Fig. 1

4. CONCLUSIONS AND FUTURE WORK

This paper takes the advantage of empirical kernel maps to construct
discriminative kernels for SVM scoring under the i-vector based
PLDA framework. The paper demonstrates that through empirical
kernel maps, the discriminative information of same-speaker and
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Fig. 1. The DET performance of PLDA LR scoring and SVM scor-
ing using empirical LR kernels under the interview-interview condi-
tions (CC1 and CC2) in NIST 2010 SRE. See Table 1 for the nomen-
clature of methods in the legend.

different-speaker i-vector pairs can be captured in both the empir-
ical feature space and the SVM weights. Results show that when-
ever SVM scoring is applied, utterance partitioning is indispensable
because it can help the SVM training algorithm to mitigate the data-
imbalance problem.

In NIST 2012 SRE, many of the target speakers have more than
one enrollment sessions. As the performance of the empirical ker-
nel maps depends on the number of target-speaker i-vectors and
background i-vectors, the large number of enrollment sessions per
speaker in NIST 2012 SRE is likely to make SVM scoring outper-
forms conventional PLDA LR scoring. It is therefore worthwhile to
further investigate how the empirical kernel maps and SVM scoring
can benefit NIST 2012 SRE.
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