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ABSTRACT

Cleft Lip and Palate (CLP) is among the most frequent congenital
abnormalities. The impaired facial development affects the artic-
ulation, with different phonemes being impacted inhomogeneously
among different patients. This work focuses on automatic phoneme
analysis of children with CLP for a detailed diagnosis and therapy
control. In clinical routine, the state-of-the-art evaluation is based
on perceptual evaluations. Perceptual ratings act as ground-truth
throughout this work, with the goal to build an automatic system
that is as reliable as humans. We propose two different automatic
systems focusing on modeling the articulatory space of a speaker:
one system models a speaker by a GMM, the other system employs
a speech recognition system and estimates fMLLR matrices for each
speaker. SVR is then used to predict the perceptual ratings. We show
that the fMLLR-based system is able to achieve automatic phoneme
evaluation results that are in the same range as perceptual inter-rater-
agreements.

Index Terms— Pathology, automatic assessment, spectral fea-
tures, GMM, fMLLR

1. INTRODUCTION

Cleft Lip and Palate (CLP) is among the most frequent congeni-
tal abnormalities and has a birth prevalence ranging from 1/1000
to 2.69/1000 amongst different parts of the world [1]. The facial
development is abnormal during gestation which leads to anatomic
alterations with an insufficient closure of the lip, the palate and the
jaw. Cleft lip and cleft palate can occur in combination or individ-
ually and can be present one sided (unilateral) or two sided (bilat-
eral) [2], possibly including a gap in the jaw. Figure 1 shows exam-
ples of different cleft types: unilateral cleft lip, cleft palate, bilateral
cleft lip and palate. These malformations may lead to various func-
tional problems like disorders of hearing, swallowing and ingestion,
breathing, and an affected articulation [3]. Due to the variety of CLP
alterations the different phonemes are affected inhomogeneously for
different patients.

A detailed phoneme analysis is needed in order to allow a speech
therapy that fits the needs of an affected child and to allow a control
of the therapy. In clinical routine, the perceptual analysis is done by
expert listeners regarding different articulatory processes [4]. Per-
ceptual evaluations are subjective. Ratings of the same patients dif-
fer among raters, and are very time consuming; for each child about
3 hours are needed for the phoneme annotations. Thus, in clinical
environment a strong demand for an objective, automatic analysis
exists. However, perceptual evaluations are still the gold-standard
in the clinical environment. Automatic systems have to be evalu-
ated against perceptual evaluations. The reliability of an automatic
system can be seen as sufficient when the agreement between the au-
tomatic system is as high as the agreement among different human
raters.
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Fig. 1. Examples of different cleft types: unilateral cleft lip (left),
cleft palate (middle), bilateral cleft lip and palate (right) [1].

The goal of this work is the development of an automatic system
that gives an estimate on how strong the different articulatory pro-
cesses are affected. The ground truth for our automatic system are
speaker-wide scores that denote how many phonemes are affected
with respect to different articulation processes. These scores have
been estimated perceptually by clinical speech therapists. We pro-
pose two different automatic systems based on modeling the artic-
ulatory space of a speaker. The decision is on speaker level, rather
than classification on phoneme level. This has the advantage, that no
(automatic) phoneme segmentation is needed. In either system we
start with Mel-Frequency Cepstrum Coefficients (MFCCs) as acous-
tic front-end. The first approach models the MFCCs with Gaus-
sian Mixture Models (GMMs) by adapting an Universal Background
Model (UBM) with Maximum A Posteriori (MAP) adaptation to
the speaker-specific spectral features [S5]. The mean-vectors of a
speaker-specific GMM are then concatenated and used as GMM
speaker-vector. In our second approach we use transformation ma-
trices of Maximum Likelihood Linear Regression (MLLR) [6] adap-
tation as another kind of meta-features for acoustic speaker model-
ing. We use feature-space MLLR (fMLLR) [7] to produce a trans-
formation matrix for each speaker. The elements of the matrix are
appended and form an fMLLR speaker-vector. Both systems use a
Support Vector Regression [8] in order to predict a speaker score.

The remainder of the paper is organized as follows. Section 2
shows the contributions of this work to current research. Section 3
describes the dataset and the perceptual annotations of the dataset.
Results on inter-rater agreements are also discussed here. Section 4
introduces the two automatic systems. In Section 5, the results of the
automatic systems are presented and discussed with respect to the
inter-rater agreement results. The paper concludes with a summary
and proposes future research.

2. CONTRIBUTIONS OF THIS WORK

In former work we focused on a holistic automatic evaluation of CLP
speech where we tried to predict the level of intelligibility of 35 chil-
dren with CLP. Best results were achieved with a speech recognition
system [9] and acoustic modeling in form of GMM speaker-vectors
[10, 11]. Most works in literature focus on single aspects like hyper-
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raterl rater2 rater3 rater4 raterS
Crit mean | stddev | mean | stddev | mean | stddev | mean | stddev | mean | stddev
Hyper 55.1 16.6 66.8 18.3 36.1 134 57.6 17.0 | 1364 25.3
Hypo 9.1 6.8 62.9 17.8 1.7 2.9 20.0 10.0 52.2 15.7
Tens 1.7 2.9 0.8 2.0 8.8 6.6 | 104.6 22.9 93.7 21.0
Elis 5.1 5.0 4.4 4.7 1.2 2.5 5.6 5.3 28.0 11.5
PB 53 5.1 18.2 9.6 18.5 9.6 11.3 7.5 17.3 9.0
Inter 3.7 43 5.3 5.2 0.7 1.8 3.1 3.9 10.2 6.9
[ all H 73.0 [ 19.1 [ 146.4 [ 27.1 [ 61.1 [ 17.5 [ 118.4 [ 24.3 [ 227.4 [ 32.6 ]

Table 1. Mean and standard deviation of number of marked phonemes of each rater in the 27 speaker dataset regarding the 6 criteria.

Fig. 2. Pictograms of the first slide of the PLAKSS-test [15]. The
words are Mond (moon), Eimer (bucket), Baum (tree) focusing on
phoneme /m/ at different word positions

nasality on sustained vowels [12], not on spoken words/utterances.
For a detailed analysis of CLP speech, more aspects have to be eval-
uated [13]. In [14] we focused on automatic detection of articulation
disorders on a 26-speaker database. Perceptual annotation of one
speech expert acted as ground truth. There we tackled the problem
as a two-class task on frame, phoneme and word level. In a clini-
cal point of view, a measurement on speaker-level is very important
for the comparison of affected children and to allow therapy control.
We introduce a new dataset of 380 healthy children and 250 children
with CLP that contains phoneme annotated data of multiple raters.
The annotations took 680 hours in total. In this work we use two
different systems to achieve an automatic analysis on speaker level.
The GMM-based speaker-vector system models the speaker without
any prior knowledge. The fMLLR-based system trains a transforma-
tion matrix for each speaker and uses the manual word transcriptions
to achieve that. The system’s scenario is clearly the usage in clini-
cal everyday life. The evaluation on real clinical data shows that the
system is capable for this scenario.

3. DATA

The work deals with recordings of children speaking the PLAKSS
(Psycholinguistische Analyse Kindlicher Sprechstorungen)-test
[15], a semi-standardized test which is commonly used by speech
therapists in German speaking countries.The test is composed of
99 pictograms (with 465 phonemes), which have to be named by
the children. Three pictograms are shown on a single slide. The
test contains all phonemes of the German language and the most
important conjunctions among them at different word positions (be-
ginning, central or ending). Figure 2 contains an example (the first
slide of the test).

3.1. Speech Recordings

All children were recorded with the same microphone, a standard
headset microphone (Plantronics Audio .655) with internal Analog-
to-Digital-Converter in order to minimize the effects of varying
recording equipment. 380 control speakers were recorded in pre-
and primary schools in the region around Erlangen, Germany. 250

dataset | #female | # male | mean &+ age
control 185 195 7.8£10.4
clp 115 135 7.7+£9.5
clp-120 55 65 79+£738
clp-27 13 14 7.0+6.2

Table 2. Number of speakers (male and female) and mean + stddev
statistics on the datasets. The second part of the table contains the
statistics on the perceptually evaluated data. Clp-120 and clp-27 are
subsets of clp.

children with CLP were recorded during routine examination in the
University Clinic in Erlangen, Germany. In either case, a person was
assisting them. Each of the recordings was transliterated on word
level. The first part of Table 2 shows the statistics of the control and
clp corpus. Note that the control corpus and the clp corpus (without
the clp-120 speakers) were used to train the UBM for the GMM
speaker-vector system and the HMM for the fMLLR-speakervector
system. Among genders, the age distribution is equal on both of the
two sets.

The presentation of pictograms allows children in preschool
(who can not read) to denote the picture without letting them repeat
the spoken words. However, this has the drawback of potential word
alternatives. The assisting person gives hints in order to allure the
correct word. Thus, the data was manually segmented in order to
get rid of the speech of the assisting person.

3.2. Perceptual Annotations

Out of the clp corpus one speech therapist annotated 120 children
regarding six different articulation processes. The processes are
based on [4] and extended by [16]. They allow a phonetically-based
differentiation of cleft palate and/or cleft lip speech. 27 children
have been rated by five additional speech therapists. On average
each speech therapist needed 3 hours to annotate a single child.
During annotation, the speech therapists listened to each recording
as often as they wanted to, and marked each conspicuous phoneme
regarding one of the 6 processes/criteria:

Pharyngeal Backing (PB): The place of articulation is not correct.
The tongue is shifted backward toward the pharynx during articula-
tion.

Hypernasality (Hyper): The emission of air through the nose is
excessive due to velopharyngeal insufficiency. This is very common
in children with CLP.

Tension (Tens): The tension in articulation is diminished. This
mostly results in a weakened pressure of consonants.

Elision (Elis): A phoneme is not uttered and omitted. In CLP this is
mostly due to a cleft in the palate.

Hyponasality (Hypo): The nasal emissions of air is missing. It
makes the speaker sounds as if he has a cold.
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Crit rater] | rater2 | rater3 | rater4 | rater5 || mean
Hyper 0.76 0.73 0.76 0.78 0.75 0.76
Hypo 0.41 0.37 0.27 0.38 0.50 0.39
Tens 0.40 0.27 0.45 0.41 0.44 0.39

Elis 0.50 0.60 0.47 0.61 0.44 0.52

PB 0.69 0.67 0.59 0.73 0.61 0.66
Inter 0.58 0.45 0.38 0.63 0.61 0.53

[ al ] 09 | 084 [ 067 | 0.9 | 0.0 || 0.76 |

Table 3. Average pairwise inter-rater correlation regarding the 6
criteria

Interdentality (Inter): Due to an improper closing of lip and jar,
the tip of the tongue becomes evident between upper and lower teeth.

In Table 1 the mean amount of marked phonemes (out of 465)
per child is summarized for each rater. The table shows the marked
phonemes with respect to the 6 different criteria on the clp-27
dataset. The row of criterion all denotes the mean amount of all
marked phonemes per child. Please note, that the number is lower
than the mean among the 6 criteria, since the raters sometimes
marked one phone with different criteria, e.g., a phone can be pha-
ryngeally backed and also be hypernasalized.

Hypernasality occurs most often, followed by hyponasality and
tension. The number of marked phonemes differs largely between
the different raters. Rater 5 marked much more phonemes as the
other raters. This rater has the most experience in diagnosis and
therapy of children with CLP. This rater also evaluated the clp-120
dataset.

In order to measure the inter-rater agreement among the five
raters we performed pairwise inter-rater correlation experiments and
calculated the average of them afterwards. Table 3 shows the re-
sults of Spearman’s correlation. We did not measure any signifi-
cant differences between Pearson’s and Spearman’s correlation co-
efficient. The raters show a good inter-rater correlation for hyper-
nasality (p = 0.76), pharyngeal backing (p = 0.66), interdental-
ity (p = 0.53), and elision (p = 0.52). [17] found similar values
for perceptual ratings of hypernasality. Tension and hyponasality
achieved a lower averaged pairwise correlation. This can be ex-
plained by the amount of marked phonemes in Table 1: For the
criteria hypernasality, pharyngeal backing, and interdentality rater
1 to rater 4 marked a similar amount of phonemes. This is not the
case for the criteria hyponasality and tension. It seems that these cri-
teria are more difficult to rate. Rater 2 marked only 0.8 phonemes
with the criterion tension and Rater 3 marked only 1.7 phonemes
with hyponasality on average. There is a significant difference in
the agreement of rater 2 to the other raters for the criterion tension.
Rater 3 also showed a significant difference to the other raters for the
criterion hyponasality.

4. AUTOMATIC SYSTEMS

The automatic systems model the acoustics of a speaker in two dif-
ferent ways. Both approaches use MFCCs as acoustic front-end with
a frame rate of 10 ms and a frame size of 25 ms. For each frame ¢,
the first 12 MFCCs and the log energy are retained together with
their first and second order derivatives to construct a feature vector
x; with dimension d = 39. To minimize the influence of the micro-
phone, Cepstral Mean Subtraction (CMS) is applied.

We use two different approaches to model the MFCCs either by
GMMs in an unsupervised manner (see Section 4.1) or make use
of manual word transcriptions and train speaker-specific fMMLR-
transforms (see Section 4.2).

4.1. GMM speaker-vectors

This system is based on a statistical modeling of the articulatory
space of a speaker. It relies on the assumption that the acoustics of
pathologic speakers differ from those of healthy speakers. The de-
gree of pathology is measured as the distance between the pathologic
speaker model and a reference speaker model. The speaker model is
a GMM representing all the MFCC vectors « being available for the
speaker.

M
pEN) = wipi (X |, ). ey
i=1
where w;, p; and 3; denote the weights, the mean vectors and the
covariance matrices of the different mixtures. A single, speaker-
independent GMM is trained on the available data of healthy speak-
ers, the so-called UBM. The Gaussians of this model are trained in
an unsupervised manner by the Expectation-Maximization (EM) al-
gorithm [18] in 10 iteration steps. The number of Gaussians is set
to 128. An actual speaker model is derived by adapting the pt; of
the UBM using the available speech of one speaker by Maximum
A Posteriori (MAP) adaptation [18]. In order to reduce the dimen-
sionality of the speaker model and to find a computationally more
effective representation, only the mean vectors p; are used to repre-
sent a speaker. They constitute a GMM speaker-vector. This vector
then represents the acoustics properties of a certain speaker and has
a dimension of 4992.

4.2. fMLLR speaker-vectors

This system is strongly motivated by the work of [19] and [20]. The
basic idea of fMLLR is to transform the MFCCs in order to maxi-
mize the likelihood function given the MFCCs features and a Hidden
Markov Model (HMM) by an affine transformation. The transforma-
tion consists of a square matrix A and a bias term b, reads as

E=Az+b )

and can be rewritten as

& =Wzt wherezt = m . 3)

W is a d by d + 1 matrix. The complex objective function
consists of the log likelihood of the transformed MFCCs given the
HMM-models, and the log determinant log(|det A|) and can be re-
formulated as a sum of log(|det A|) and a sum of quadratic functions
of the rows of W [7].

We used the Kaldi-toolkit [21] for this automatic system. The
initial speech recognition system was trained on the 380 healthy chil-
dren and the 130 children with CLP that remain when the 120 per-
ceptually evaluated speakers are excluded from the clp corpus. We
trained the system with 2500 leaves and 15000 Gaussians in total.

We then aligned the speech data to the manual transcriptions and
estimated speaker-specific fMLLR-transforms for each of the 120
perceptually evaluated speakers. The rows of the transform W are
concatenated and form a 1560-dimensional fMLLR speaker-vector.

The difference to the GMM speaker-vector is the way of model-
ing: the GMM system accumulates the statistics in a completely un-
supervised way, the fMLLR-system employs the models of a trained
speech recognition system and uses aligned data to accumulate the
statistics.

4.3. Prediction by Support Vector Regression

The prediction system is based on Support Vector Regression (SVR)
[8]. The SVR is trained in a leave-one-speaker-out manner either us-
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GMM fMLLR

Crit baseline | segmented || baseline | segmented
Hyper 0.57 0.60 0.81 0.82
Hypo 0.22 0.50 0.50 0.70
Tens 0.41 0.67 0.59 0.70
Elis 0.31 0.28 0.27 0.26
PB 0.56 0.58 0.47 0.59
Inter 0.57 0.60 0.72 0.74

[ all [ 052 [ 062 [ 072 [ 079 ]

Table 4. Results of the automatic Systems on the clp-27 subset. Tar-
get scores are the mean perceptual ratings of the 5 raters. The table
shows the baseline results and the result achieved when segmenting
and removing the assisting person during data recording.

ing the GMM-based speaker-vectors or the fMLLR-based speaker-
vectors as features. The targets for the SVR are the perceptual ratings
of the speech therapists. On the clp-27 dataset ratings of five speech
therapists exist for each of the six criteria. The mean value for each
criterion provides the SVR targets on this dataset. The clp-120 data
was rated by one rater only. The ratings of this rater provides the
SVR targets on the clp-120 data.

5. RESULTS AND DISCUSSION

In Section 3.2 we already discussed the inter-rater correlation exper-
iments. This section focuses on the results of the automatic systems.
The results are divided into two subsections. Section 5.1 discusses
the results on the clp-27 dataset. As ground-truth the average num-
ber of marked phonemes over the five raters was used. Section 5.2
focuses on the results on the clp-120 dataset. The ratings of one rater
(em rater 5) acted as ground truth in this case.

For both sets of experiments we calculated the performance of
the two systems for each of the 6 processes. Additionally, the sum
of all processes was used as an overall score, i.e., number of affected
phonemes per child. The two recognition systems were trained in
either case on two different MFCCs sets: One set of features uses all
the MFCCs frames of a child, this also might contain speech record-
ings of the person that assisted the child during speech recording.
The assisting person was manually segmented and removed out of
the speech signal in the other feature set.

5.1. Results on clp-27

Table 4 contains the result on the clp-27 subset. When focusing
on the results of the GMM-based system it is clearly visible that
segmenting the therapist makes a big difference for the criteria hy-
ponasality, tension and the summation of affected phonemes (sum,
last row). The distance of the assisting person and the unnatural di-
rection to the microphone during recording affects the speech frames
of the assistant. Recordings sound muffled and the pressure of plo-
sives sounds unnaturally weakened and thus affect the results on the
phoneme analysis of the child. The removal of the speech of the
assistants lead to improved results. For the criteria hyponasality,
tension, and interdentality the performance of the GMM-based sys-
tem is in the same range as the inter-rater correlation results of the
humans.

The improvement for the criteria hyponasality, tension, and sum
is also valid for the fMLLR-based system. Compared to the GMM
system the overall performance is improving for each criterion with
the fMLLR system. The performance of the fMLLR-based system is
in the same range as the inter-rater correlation results of the humans

GMM fMLLR

Crit baseline | segmented || baseline | segmented
Hyper 0.67 0.69 0.72 0.75
Hypo 0.29 0.27 0.53 0.55
Tens 0.55 0.57 0.53 0.52

Elis 0.39 0.43 0.39 0.44

PB 0.45 0.46 0.55 0.61
Inter 0.34 0.40 0.40 0.44

[ all [ 068 ] 0.71 [ 070 [ 074 ]

Table 5. Results of the automatic Systems on the clp-120 subset.
Target scores are the perceptual ratings of rater 5. The table shows
the baseline results and the result achieved when segmenting und
removing the assisting person during data recording.

for each of the 7 criteria, except elision. However, this can be per-
fectly explained: The systems perform a time-invariant modeling of
the speaker’s articulation. Thus, omitted phonemes can not be mod-
eled by these systems and the criterion elision can not be assessed

properly.

5.2. Results on clp-120

Table 5 contains the result on the clp-120 subset. On this subset the
improvement when removing the speech frames of the assisting per-
sons is not as clear as on the clp-27 dataset. Small improvements
are still visible among most of the criteria. The fMMLR-based sys-
tem again outperforms the GMM-based system in almost all criteria.
However, for the criterion fension the GMM-based system achieved
a slightly higher correlation (pgarar = 0.57 vs. prymrr = 0.53)
but the difference is not significant. Overall performance on the clp-
120 set is lower than for the clp-27 set. We assume that is due to
a more robust labeling when averaging over different raters. Com-
paring the clp-120 results with the inter-rater agreement of rater 5
(second last column of Table 3) shows that the fMMLR-system is
capable of modeling the articulation with “weak” labels of a sin-
gle rater and achieve results that are in the same range as inter-rater
agreement of this specific rater to the other raters.

6. SUMMARY

This work focused on automatic phoneme analysis of children with
CLP. Our goal was to give an estimation on how strong different
articulation processes are affected. We tried to predict a speaker
wide score that reflects the number of affected phonemes regarding
six different articulation processes; a summation of the affected
phonemes acted as an overall score. We employed two different sys-
tems that perform a modeling of the articulatory space of a speaker.
GMM speaker models were adapted from a UBM with one system,
the other system modeled a speaker by fMLLR-transforms. Pre-
dictions were performed by SVR with either GMM speaker-vectors
or fMLLR speaker-vectors as input vectors and perceptual labels
of speech therapist as ground-truth scores. Experiments showed
that the fMLLR-based system is capable of achieving automatic
phoneme evaluation results that are in the same range as perceptual
inter-rater-agreements. In future work we try to employ the idea
of subspace Gaussian mixtures into the modeling approach and
we focus on a more detailed phoneme analysis where we evaluate
phonemes regarding their place of articulation.
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