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ABSTRACT

Speech is one of the most important signals that can be used to detect
human emotions. When speech is modulated by different emotions,
spectral distribution of speech is changed accordingly. A Gaussian
Mixture Model(GMM) can model the changes in spectral distribu-
tions effectively. A GMM-supervector characterizes the spectral dis-
tribution of an emotion utterance by the GMM parameters such as
the mean vectors and covariance matrices. In this paper, we propose
to use the GMM-supervectors that characterize the emotional spec-
tral dissimilarity measure for emotion classification. We employ the
GMM-SVM kernel with Bhattacharyya based GMM distance to ob-
tain dissimilarity measure. Beside the first-order statistics of mean,
we consider dissimilarity measure using second-order statistics of
covariance which describe the shape of the distribution. Experi-
ments are conducted using SVM classifier to classify emotions of
anger, happiness, neutral and sadness. We achieve average accuracy
of 78.14% for speaker independent emotion classification.

Index Terms— Emotion classification, emotional dissimilarity
measure, Gaussian Mixture Model (GMM), supervector, Support
Vector Machine (SVM)

1. INTRODUCTION

Speech based emotion classification is an important research topic
in the area of Human Computer Interaction (HCI) and has a wide
range of applications. An example of such application is car board
system where information of the mental state of the driver may be
provided to initiate his/her safety. Another example is call center
application in which emotion classification system can be used to
detect customer’s satisfaction.

Emotion classification system includes two modules. The first
module is front-end feature extraction and the second module is
back-end classifier. Several back-end classifiers are reported in the
literature. These include support vector machine (SVM) [1], [2],
[3], [4], Gaussian Mixture Model (GMM) [5], Support Vector Re-
gression (SVR) [6] and Neural Network [7]. SVM is a novel type
of learning machine, which is an approximate implementation of the
method of structural risk minimization. SVM has shown to provide
a better generalization performance in solving various classification
problems than traditional techniques [7]. In this paper, we use SVM
as the back-end classifier.

Regarding the front-end feature extraction component, a num-
ber of features have been explored for SVM classifier in different
studies. The studies [2], [3], employ prosodic features based on
statistics of pitch, energy and duration, higher order formants for
emotion classification. In addition to prosodic features, the study
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in [7] investigates zero crossing rate, spectrum centroid, spectrum
cut-off frequency, correlation density and Mel-frequency energy.
In [4], features such as Linear Prediction Cepstral Coefficients
(LPCC), Mel-Frequency Cepstral Coefficients (MFCC), Log Fre-
quency Power Coefficients (LFPC), Perceptual Linear Prediction
(PLP) are used to classify emotions. The study [1] proposes Modu-
lation Spectral Feature (MSF) which is obtained using an auditory
filterbank and a modulation filterbank for speech analysis. MSF
feature is able to capture both acoustic frequency and temporal
modulation frequency components. The features explored in the
above studies are related to the acoustic characteristics of frequency,
energy, and spectral intensity. These are basic characteristics of
acoustic signals. By extracting acoustic features with these basic
characteristics, the emotion contained in a speech signal can be
recognized.

In fact, acoustic characteristics of individual emotions are dif-
ferent. Pitch contour of anger emotion has irregular up and down
inflection [8] while that of happiness has descending line [9]. Fur-
thermore, mean pitch values of anger and happiness are high [8]
while that of sadness is below normal mean [10]. And, spectral en-
ergy is concentrated in high frequency regions in anger emotion, but
in sad emotion, the spectral energy is concentrated in low frequency
regions [11]. Based on these investigations, we propose features that
reflect emotional spectral dissimilarity measure which will be re-
ferred to as Emotional Dissimilarity (ED) measure for emotion clas-
sification.

The Bhattacharyya distance was first introduced in [12]. It gives
better results than the KL divergence in several applications of clas-
sical statistics [13]. In [14], Bhattacharyya distance based GMM-
supervector is successfully employed to the task of speaker recogni-
tion. In this paper, we propose to use Bhattacharyya distance based
GMM-supervectors [14] for emotion classification and present the
usefulness of Bhattacharyya distance to measure Emotional Dissim-
ilarity (ED). ED measure based on first-order statistics of mean gives
the major characteristics of the probabilistic distance. Beside the
the first-order statistics, we also consider the ED measure on spec-
tral shape which is obtained by using second-order statistics of co-
variance. The advantage of integrating the second-order statistics
to the GMM-supervectors with first-order statistics is that GMM-
supervectors become more descriptive to characterize an unknown
emotion.

Our work is related to the prior study [15]. In the study [15],
GMM-supervector based SVM with spectral features is used for
emotion recognition. This study employs KL divergence kernel [16]
to construct the GMM-supervector and considers only the first-order
statistics of mean. In our study, we use both first and second-order
statistics in GMM-supervector formulation. Furthermore, we em-
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Fig. 1: System Block Diagram

ploy Bhattacharyya distance based kernel which is proven to perform
better than KL based kernel for the case of speaker recognition [14].
We compare the performance of the Bhattacharyya distance based
GMM-supervector with those of the KL based GMM-supervector
and baseline generalized GMM-supervector formulated without
applying kernel.

The block diagram of the emotion classification system is shown
in Fig. 1. We extract acoustic features from each emotional utter-
ance. Then, we formulate GMM-supervectors to use as features in
SVM classifier. We consider to classify emotions namely anger, hap-
piness, neutral and sadness.

The rest of the paper is organized as follows. In section 2, we
present the emotion corpus used in our experiments. In section 3, we
describe the GMM-supervector formulation using GMM-SVM ker-
nels. In section 4, we present our experiments and results. Finally,
we conclude our study in section 5.

2. EMOTION CORPUS

We collected emotional speech data for our experiments. Database
includes English emotion utterances portrayed by an actress and five
housewives. The database is referred to as Emotions of an Actress
And Housewives (EAH). A total of seven emotions: anger, dislike,
fear, happiness, neutral, sadness and surprise are included. A total of
400 emotionally neutral sentences are prepared. An actress repeated
each of 400 sentences with each of seven emotions. Hence, a total
of 400 x 7 = 2800 utterances are obtained from an actress. And,
each housewife repeated each of 100 sentences with each of seven
emotions. Hence, a total of 100 x 7 x 5 = 3500 utterances are
obtained from five housewives. Average length of the utterances is
4.8 seconds with standard deviation of 1.2. There are 900 utterances
for each of seven emotions. Utterances are sampled at 16kHz and 16
bit rate. We use the subset of EAH database including emotions of
anger, happiness, neutral and sadness in our experiments.

3. GMM-SUPERVECTOR FORMULATION

The GMM-supervector can be considered of as a mapping be-
tween an utterance and a high-dimensional vector through a kernel
[16]. Kernels are important components for SVM learning. It is
a method of using a linear classifier to solve a non-linear problem
by nonlinearly mapping the original observations into a higher-
dimensional space, where a linear classifier is subsequently used.
This makes linear classification in the new feature [17]. In the fol-
lowing subsections, we discuss the GMM-supervector formulation
using GMM-SVM kernels based on KullbackLeibler (KL) diver-
gence and Bhattacharyya based GMM distance. We also present the
GMM-supervector formulation without employing kernel function.
This formulation is referred to as Generalized GMM-supervector.

3.1. Generalized GMM-supervector

The density function of a GMM is defined as in equation (1).

M
p(z) = wif (zlms, %) 1)
1=1

where f (.) denotes the Gaussian density function. And, m;, 3
and w; are the mean, covariance matrix and weight of " Gaussian
component, respectively. M is number of Gaussian mixtures. And,
x is a D-dimensional acoustic feature vector. We formulate the Gen-
eralized GMM-supervector by stacking mean vectors of the GMM.

3.2. GMM-supervector with KL based kernel

The Kullback-Leibler (KL) divergence, also known as mutual infor-
mation, relative entropy or, simply, information divergence, is a clas-
sic information gain measure of the asymmetric difference between
two distributions, a and b, i.e. it measures the divergence from one
probability distribution to another as in equation (2) [14]. Hence,
KL divergence can also be used to measure ED.
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KL divergence is neither positive definite nor symmetric. To
satisfy Mercer’s condition [16], symmetrized version of the KL di-
vergence is used to formulate KL based kernel [16], [18]. The kernel
includes a mean vector term and a covariance term as in equation (3).

K" (Xa, X)) =

M
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where tr is the trace of the matrix, X7 is the adapted covariance
matrix, and X' is the covariance matrix of the Universal Background
Model (UBM). X, and X}, denote acoustic feature vector sequences
of utterances a and b respectively. Based on this kernel, the " sub-
vector of the GMM-supervector is formulated as in equation (4) [14].

Vi (3) 7 m
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GMM-supervector with KL based kernel is formulated by stack-

ing all i*" subvectors of equation (4).

3.3. GMM-supervector with Bhattacharyya based kernel

Bhattacharyya distance is a separability measure between two Gaus-
sian distributions [19]. The Bhattacharyya distance between the
two probability distributions is defined as in equation (5) [14]. In
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equation (5) p, and py are the probabilistic models, GM M, and
GM My, respectively.

The first term of equation (5) gives the class separability due
to the difference between class means, while the second term gives
the class separability due to the variance between class covariance.
Based on the first two terms, Bhattacharyya distance based kernel is
formulated as in equation (6) [14]. Based on this kernel, the it" sub-
vector of the GMM-supervector is formulated as in equation (7)[14].
GMM-supervector with Bhattacharyya based kernel is obtained by
stacking all i*" subvectors of equation (7).
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If we look at equation (7), the first term reflects the dissimilar-
ity between mean of an emotion utterance and that of a UBM. This
mean statistical dissimilarity gives the major characteristics of the
probabilistic distance. And, this term represents the ED measure be-
tween an emotion utterance from a reference UBM. If a reference
UBM is trained using neutral utterances, this term is to measure
the ED of an emotion utterance from a neutral UBM. Besides the
first-order statistics of mean, the second-order statistics of covari-
ance matrices describing the shape of the spectral distribution is also
useful to measure ED. If we look at the second term of equation (7),
it represents the ratio between covariance of a UBM and that of an
emotion utterance. In other words, this second term describes ED
measure in terms of spectral shape.

‘We draw the scatter plot as illustrated in Figure 2 to compare the
capability of the two GMM-formulations: 1) using only first-order
term and 2) using both first and second-order terms in classifying
neutral and anger emotions. In the figure, mean dissimilarity mea-
sure is calculated by taking average over absolute values of the first
term in equation (7) for each utterance. And, covariance dissimi-
larity measure is the standard deviation of the second term. Each
marker ("o’ or '+') represents an emotion utterance. As we can see
in the Figure 2(a), the boundary between the two classes is not clear
and is errorful when we use only first-order term. However, bound-
ary between the two emotion classes becomes clearer when we use
both terms as illustrated in Figure 2(b).

4. EXPERIMENTS AND RESULTS

We conduct several experiments to investigate the effectiveness of
proposed approaches. Firstly, we compare the effectiveness of em-
ploying ED measure in formulating GMM-supervectors. Secondly,
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Fig. 2: Scatter plot of distinguishing anger and neutral samples.

we observe the effect of integrating second-order statistics of covari-
ance term in GMM-supervector formulation. Finally, we compare
the performance of standard GMM classifier with that of SVM clas-
sifier with Bhattacharyya distance based kernel.

Each emotion utterance is divided into 20ms frames with 10ms
overlapping. Each frame is multiplied by a Hamming window to
minimize signal discontinuities at the end of each frame. From each
frame, we extract Mel-Frequency Cepstral Coefficients (MFCC),
Linear Predictive Cepstral Coefficient (LPCC) and Perceptual Lin-
ear Prediction Coefficients (PLPC) features. Each feature has 12
coefficients and their first derivatives. We form a feature vector
for each frame by concatenating all three MFCC, LPCC and PLPC
features. As each feature has a total of 24 coefficients, a feature
vector of a frame has 72 coefficients.

To formulate GMM-supervectors, we extract the features from
each emotion utterance. Then, we use maximum a posteriori (MAP)
criterion [20] to adapt the GMM from a Universal Background
Model(UBM) for each utterance. We train UBM via EM algo-
rithm [21] using 64 mixtures. We adapt the mean and covariance
only. Once we have an adapted GMM model, we formulate GMM-
supervectors using the techniques mentioned in sections 3. We
use National Institute of Standards and Technology (NIST) speaker
recognition evaluation (SRE) 2001 dataset [22] to train UBM model
in all experiments. We use SVMTorch [23] for the training and
testing of SVM. We employ the target model against anti-model
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strategy for multi-class classification.

We use the subset of EAH database including anger, happiness,
neutral and sadness emotions to perform speaker independent emo-
tion classification. EAH database includes 6 speakers. In all exper-
iments, we perform 6 folds cross validation. In each fold, emotion
samples of a speaker are used as test samples and those of the re-
maining five speakers are used as training samples. The estimated
classification accuracy is the mean the accuracy over 6 folds. In the
following sections we presents the experiments conducted and re-
sults obtained.

4.1. Effect of GMM-supervector with ED measure

To investigate ED measure, we formulate the GMM-supervector us-
ing the first term of equation (7) with the Bhattacharyya distance ker-
nel. We also formulate the GMM-supervector using the first term of
equation (4) with KL based kernel. The first terms in the above equa-
tions use only first-order statistics. And, we formulate the general-
ized GMM-supervectors by concatenating mean terms of an adapted
GMM. We perform emotion classification experiments using these
3 different GMM-supervectors and the average accuracies achieved
are shown in the second row of Table 1.

Table 1: Speaker independent average emotion classification accu-
racies (%)
| Terms in GMM-supervector [ GEN [ KL [ Bhat ‘

59.13 | 66.36 | 76.48
60.56 | 68.58 | 78.14

first-order
first-order + second-order

Both Bhattacharyya and KL based kernels are attributed to
the approximation of dissimilarity measure between two distribu-
tions [14], [15]. The results show that GMM-supervectors that
employ ED measure performs better than baseline generalized
GMM-supervector.  Of the two ED based GMM-supervectors,
Bhattacharyya kernel based one is better than KL based one. If
we compare the kernels mentioned in equations (3) and (6) , the
latter one with Bhattacharyya kernel includes the term such as
(m$ — mj') which gives an absolute distance measure between an
emotion utterance and a reference UBM. This characteristic fits
very well with the measuring ED for the task of emotion classifica-
tion. KL based kernel does not involve such term that measures the
absolute distance.

4.2. Effect of integrating second-order term in GMM-supervector

We concatenate the respective second-order terms in 3 different
GMM-supervectors of the subsections 4.1. Please refer to equa-
tions (7) and (4) for second-order terms of Bhattacharyya and KL
based kernels respectively. As for generalized GMM-supervector,
we stack the first order and second-order terms together. The av-
erage emotion classification accuracies achieved using 3 different

GMM -supervectors formulations are shown in 3" row of Table 1.

As we can see in Table 1, second-order term helps to improve
the emotion classification accuracies in all GMM-supervector for-
mulations. Improvement in terms of absolute accuracies are 1.43%,
2.22% and 1.66% for Generalized, KL kernel based and Bhat-
tacharyya kernel based GMM-supervectors respectively. Hence,
second-order term of covariance matrix describing shape of the
spectral distribution contributes to performance improvement. The
system using GMM-supervector with Bhattacharyya based kernel
performs the best in all experiments and achieves the accuracy of
78.14%.

4.3. GMM vs. SVM with Bhattacharyya kernel based GMM-
Supervector

We compare the SVM system using Bhattacharyya kernel based
GMM-supervector with standard GMM system. In the standard
GMM system, emotion models were trained via EM algorithm [21].
Each GMM has 64 Gaussian components. A maximum likelihood
Bayes classifier is used for decision. An average emotion classifica-
tion accuracy obtained using standard GMM classifier is presented
in first column of Table 2. We repeat the accuracies of Bhattacharyya
kernel based SVM systems from Table 1 in 2"¢ and 3" columns
respectively for ease of comparison.

Table 2: Speaker independent average emotion classification ac-
curacies (%) for GMM and SVM systems (In 1% row, subscript f:
first-order and subscript fs: first and second-order)

[ GMM [ Bhaty | Bhatys |

| 75.5 [ 76.48 [ 78.14 ‘

We can see that Bhattacharyya kernel based SVM outperforms
the standard GMM for speech emotion recognition. The accura-
cies of SVM systems are about 1% higher for the system using only
first-order term and 2.64% higher for the system using both first and
second-order terms.

5. CONCLUSIONS

We have presented an approach to employ Emotional Dissimilar-
ity (ED) measure in GMM-supervector formulation for SVM clas-
sifier to classify emotions. We investigate both first-order statistics
of mean and second-order statistics of covariance terms in GMM-
SVM kernel based supervectors. We employ Bhattacharyya distance
based kernel to characterize Emotional Dissimilarity (ED) measure.
We found that Bhattacharyya distance based kernel is better than
KL based kernel to characterize ED. Furthermore, we found that ED
measure using second-order statistics of covariance contributes to
performance improvement. Finally, the experimental results show
that Bhattacharyya kernel based SVM system performs better than
standard GMM system.
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