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ABSTRACT

In this paper a model-based dual-channel noise reduction approach
is presented which is an alternative to conventional noise reduction
algorithms essentially due to its independence of the noise power
spectral density estimation and of any prior knowledge about the
spatial noise field characteristics. We use a mixture of circular-
symmetric complex-Gaussian distributions projected on the unit hy-
persphere for modeling the complex discrete Fourier transform coef-
ficients of noisy speech signals in the frequency domain. According
to the derived mixture model, clustering of the noise and the target
speech components is performed depending on their direction of ar-
rival. A soft masking strategy is proposed for speech enhancement
based on responsibilities assigned to the target speech class in each
time-frequency bin. Our experimental results show that the proposed
approach is more robust than conventional dual-channel noise re-
duction systems based on the single- and dual-channel noise power
spectral density estimators.

Index Terms— Speech enhancement, dual-channel noise reduc-
tion, soft masking, mixture of Gaussians

1. INTRODUCTION

Noise reduction algorithms are an integral part of speech commu-
nication systems and have been in great demand for an increasing
number of speech applications. Most single- and dual-channel noise
reduction algorithms rely considerably on the estimation of the noise
power spectral density (PSD) [1]. Fulfilling this requirement is quite
challenging in a reverberant environment with non-stationary noise
sources. Existing approaches for noise PSD estimation can be cate-
gorized into single- and multi-channel classes based on the number
of microphones which are used in the process of noise reduction.

Single-channel noise power estimators do not exploit informa-
tion on the coherence and the direction-of-arrival (DOA) of sig-
nals, and they are relatively robust against reverberation and mul-
tiple sources. However, not using these properties limits the per-
formance of single-channel noise PSD estimators such that they can
achieve considerable noise reduction only at the expense of intro-
ducing speech distortion in a speech enhancement framework. In [2]
several single-channel noise PSD estimators have been compared in
different adverse acoustic environments for a wide range of input
signal-to-noise ratios (SNRs). The performance of algorithms was
evaluated in terms of both the mean estimation error and the esti-
mation error variance between the reference and the estimated noise
PSDs. According to the experiments and performance measures in
[2], it was concluded that the most robust noise estimator is the min-
imum mean-squared error (MMSE) based approach [3].
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Recently, in [4] the performance of single- and dual-channel
noise power estimators was evaluated in the context of mobile
phones. In this study, dual-channel noise power estimators were
considered for a dual-microphone mobile phone and two differ-
ent scenarios of microphone alignments (such as “bottom-top” and
”bottom-bottom” alignments) were taken into account. In both
alignments the coherence of speech signals was regarded to be
roughly close to one and the noise field was assumed to be diffuse.
In their results it turned out that the single-channel MMSE based
algorithm is superior to most of recently proposed dual-channel
noise PSD estimators (e.g. [5], [6], [7]) in terms of the mean esti-
mation error between the reference and the estimated noise PSDs.
Generally speaking, except for the assumption on the independence
between desired signals and noise signals, most dual-channel noise
PSD estimators rely on some additional constraints so that violating
them degrades the performance. 1) They require prior knowledge
about the noise field coherence. Some approaches assume that noise
signals received by different microphones are uncorrelated (e.g. [5]),
and some others assume that the noise field is diffuse and the noise
coherence function can be estimated by a predefined model (e.g. [6],
[7]). 2) Target speech signals are assumed to be highly coherent and
their power spectra are equal at two microphones by following equal
attenuation paths. 3) Noise power spectral densities at two channels
are approximately equal where this assumption is only realistic for
diffuse noise fields. Any violation from the aforementioned as-
sumptions can be realized in particular scenarios where for instance
directional (point) noise sources are present in the environment or
the target speech is not in front. Directional noise sources are highly
coherent not only at low frequencies but also over entire frequency
range, and the PSDs of the noise signals at different microphones
are not necessarily the same depending on their direction of arrival.
The noise reduction task is challenging for highly correlated noise
signals like directional noise sources since the coherence function
cannot be simply estimated with a predefined model as one could
employ for the diffuse noise field. In [8] a multi-channel approach
was proposed for blind source separation and speech enhancement.
Their approach exploits a sparseness model for the observations
and an expectation maximization (EM) algorithm is employed for
a mixture of complex Watson distribution to perform the dominant
source detection and source-to-microphone transfer function ratio
(TFR) estimation.

In this paper we propose a model-based dual-channel noise re-
duction approach which is an alternative to conventional noise reduc-
tion algorithms essentially due to its independence of the noise PSD
estimation and of any prior knowledge about the noise field charac-
teristics. The proposed approach can be considered as an extension
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to the source separation algorithms introduced in [9], [10], and [11].
Our approach is motivated by the recent work in [11] which uses the
variational Bayes framework instead of EM method for estimating
the model parameters of a mixture of circular-symmetric complex-
Gaussian distributions projected on the unit hypersphere.

The noise reduction in our proposed algorithm is performed by
bin-wise clustering of the noisy speech DFT coefficients into the
noise and the target speech classes depending on their direction of
arrival. Finally, a soft masking strategy is introduced for speech en-
hancement based on responsibilities assigned to the target speech
class in each time-frequency bin. The important advantage of the
proposed noise reduction approach is to deal with scenarios in which
the common aforementioned assumptions for the conventional dual-
channel noise reduction systems are violated for example by having
directional noise sources in the environment. By providing different
adverse noise environments we show in our experimental results that
the proposed algorithm results in a more robust speech enhancement
performance in comparison to conventional dual-channel noise re-
duction systems based on the single- and dual-channel noise PSD
estimators.

2. PROPOSED APPROACH

The observed noisy signals at two microphones at time instant ¢ can
be modeled as

Yn(t) = gn(t) * s(t) + va(t) )
= z,(t) +on(t), n=1,2

where s(t) is a speech signal impinging on the two microphones,
gn (t) is the channel impulse response between the source of s(t) and
the n'" microphone, and y,, (), -, (t) and v, (t) are respectively the
noisy speech, the clean speech (i.e. the noise free component), and
the noise signal at the n*" microphone. It is assumed that the noise
signal vy, () is statistically independent of the clean speech compo-
nent s(t). Moreover, the clean speech component s(¢) and all the
noise components are supposed to be zero-mean random processes.
In the DFT domain the signal model (1) is written as

Yok, 1) = X (k1) + Vi, 1), n=1,2 @

where £ = 0,1, .-, K — 1 is the frequency-bin index, K the DFT
length, and [ is the time-frame index. By considering the vector nota-
tiony (k1) 2 [Ya(k, 1), Ya(k. D], x(k. 1) £ [Xa (k. ), Xa(k,1)]",
v(k,1) 2 [Vi(k,1), Va(k,)]T of the signal model (1) we have
y(k,1) = x(k, 1) +v(k,1), where T denotes the transpose operator.
In our procedure, first of all the observation vectors y(k, ) are

normalized such that they have a unit-norm i.e. y(k,1) = %

Then, a pre-whitening is performed by multiplying y(k, 1) by the
whitening matrix Q, as: §(k,1) + Q¥ (k, 1), where Q = v/A UH
and H is the Hermitian operator. U and A are calculated from
the eigenvalue decomposition of the covariance matrix E[yy ] =
UAU?. The normalization procedure is performed one more time
after whitening. In the rest of paper, for simplicity in notation, the
frequency-bin index is omitted and for instance the observation vec-
tor ¥ (k, 1) is denoted by ¥;. In our mixture model, for each observa-
tion ¥y, there is a corresponding latent variable z; which forms a 1-
of-M binary vector with elements 2;,,,, where M indicates the num-
ber of components in the mixture model. Let Y = {¥1,...,¥.}
denote the observation matrix in a particular frequency bin, and Z =
{z1,...,2z1} denote the matrix of latent variables, where L indi-
cates the whole number of time frames. The conditional distribution
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of Z given the mixing coefficients v = {7y } can be expressed by

L M
pZly) =] I v 3)
1=1m=1
Hence, the mixture model is defined by expressing the conditional
distribution of Y and latent variables Z given the component pa-
rameters po = {p,, } and A = {\,, } as

L M
p(Y, ZIw, A) = [ ] TT (i Ne(@ilptn, A 77, @)

I=1m=1

where N, (¥ |tt,,, Am!) denotes a circular-symmetric complex-
Gaussian density function projected on the unit hypersphere,

S (% —1y _ L “AmllF1= (g0, 12
Nc(ylly‘nu)‘m ) (W)\;Ll)D_le ) (5)
where D is the dimension of the observation vector ¥; (in our case
due to the dual-channel system D = 2). pu,, is the centroid with
unit norm, ufi M, = 1, and A, is the precision which is scalar
and the same for all m. (u1§,)p,, is the orthogonal projection of
¥1 onto the subspace spanned by u,,, hence, the distance ||y; —
(25 w,,||? determines the dependency of ¥, to the m™ class.
According to Bayes’ theorem, we can define the corresponding pos-
terior probabilities once we have observed §; which are known as
responsibilities &,

i Ne(F1 By A
P (Filtts A’ ) ©)

> Y Ne(F1l ks A

m=1

M
where Y &, =1,V01e€{1,2, ..., L}.

m=1

The variational Bayes approach [11] can be employed to esti-
mate the model parameters p, A, and ~y of the mixture model (4) by
imposing certain prior distributions over the model parameters. Typ-
ically, conjugate priors are used such that the prior and posterior will
have the same functional form and, hence, optimization procedures
can be carried out in an iterative manner. The learning task consists
of the optimization of the variational distribution of the latent vari-
ables Z and component parameters ¢ and A. Optimization of the
posterior distribution of latent variables leads to a set of responsi-
bilities &;,, which show how responsible the mt component is for
modeling of ¥;. The reader is referred to [11] for more details on
the variational Bayes approach. In this paper, we learn the mixture
model (4) and derive the responsibilities ;,,, for the complex-DFT
points of the observed noisy speech ¥; per frequency-bin. Since the
number of sources in our noise reduction scenario is two we set the
number of mixture components equal to two (i.e. M = 2) for all
frequency bins. To transform the noisy speech signals to the DFT
domain, the Hann window length as well as the DFT length is set
to 2048 samples (128 ms) and the amount of overlap between the
frames is set to 75 percent of the frame length (i.e. 96 ms). The pa-
rameters for the spectral analysis of noisy speech signals are deter-
mined based on our initial experiments and take a trade-off between
the performance and the computational complexity of the variational
Bayes approach into account. We follow a three-stage approach for
the noise reduction. In the first stage the main task is a bin-wise
clustering. The bin-wise clustering is performed based on the re-
sponsibilities &, (m = 1,2) where the responsibility for a par-
ticular component determines the presence probability of a certain
source (either target speech or noise) in each time-frequency bin.
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Fig. 1. Block diagrams of noise reduction systems used for: (a)
conventional dual-channel noise PSD estimators, and (b) the single-
channel noise PSD estimator.

Hence, per frequency-bin we obtain a pattern of responsibilities for
each source over time-frame indices. Since the component assigned
to a particular source in a frequency-bin can be different to the com-
ponent assigned to the same source in another frequency-bin, we
need to perform a permutation alignment procedure in the second
stage to resolve the disorder along frequency-bins (known as per-
mutation ambiguity). Here, we employ the permutation alignment
procedure proposed in [10] which is based on the correlation be-
tween responsibility patterns in adjacent frequency-bins. After the
permutation alignment, we can assume that a particular component
is associated with the same source along all frequency bins. The task
in the third stage of our approach is to segregate the signals based on
a soft masking procedure where at the n‘" channel (n € {1, 2}), the
enhanced speech X, (k, 1) is derived by

X (ky 1) = Epmo (k) Yo (K, 1) @)

where m™ (m* € {1, 2}) is the assigned component to the tar-
get speech after the permutation alignment which is fixed for all
frequency-bins. One could also employ a binary masking process
(by assigning zero and one, respectively, to the lower and the higher
responsibilities in each time-frequency bin) as used in [11], but
in our experiments we observed that the soft masking approach is
slightly more effective in the speech enhancement. Hence, our ex-
perimental results are presented based on the proposed soft-masking
procedure.
3. EVALUATION FRAMEWORK

In this section we describe our framework to evaluate the proposed
approach and to compare its performance with the performance of
conventional dual-channel noise reduction systems. Fig. 1, (a)-
(b), shows two different noise reduction systems where one is based
on conventional dual-channel noise PSD estimators and the other
one is based on the single-channel noise PSD estimator (MMSE
algorithm [3]). Conventional dual-channel noise PSD estimators
which we consider in our evaluation framework are: the enhanced
coherence-based (ECoh) algorithm [6] and the binaural noise esti-
mation (BNE) algorithm [7]. The required tuning parameters for
the implementation of the aforementioned algorithms are chosen as
proposed by authors of these works. The noise reduction system
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presented in Fig. 1 (a) is similar to the dual-channel noise reduction
system proposed in [5]. The spectral gain calculation is performed
in the frequency domain for each channel based on the decision-
directed approach [12] (with smoothing factor equal to 0.9) and the
single-channel minimum mean-square error log-spectral amplitude
estimator (MMSE-LSA) G, (k,1) [13]. Since the MMSE-LSA es-
timator in the structure of the used noise reduction system tends
to provide a strong attenuation of speech components, we adopt
the procedure introduced in [5] for smoothing the gain values as
Gn(k,l) + G27(k,1) to preserve speech components appropri-
ately. As shown in Fig. 1, the spectral gain calculation is followed
by an adaptive Wiener post-filter as proposed in [5]. The adaptive
Wiener post-filtering is performed by applying the post-filter co-
efficients W (k, 1) to the complex DFT coefficients X1 (k,!) and
Xz(kJ) of the noisy speech signals processed by spectral gains
G1(k,1) and G2(k,l). The Wiener post-filter is estimated as fol-
lows [5]

~ 2
4|8, 5, (kD)

W (k,1) = )
(65,5, (k.0 + B, (kD)

®

where the DFT power spectra ‘i;(lx] (k, 1), <i>5(2;(2(k,l), and

® 3, %, (k, 1) are estimated using the first order IIR filters, e.g.

Dy 5, (k1) =BOg 5, (k,1—1)+(1—B) X1(k, ) X5 (k,1) 9)

where [ is a constant close to one (in the experimental results 5 =
0.9), and * is the complex-conjugate operator. In the following, we
briefly introduce two different cases describing conditions for the
target speech (clean speech signal) and the background noise field in
our experiments. The size of the room is approximately 5 x 4 x 3
meters and the reverberation time 7o is approximately 0.2s. In the
following cases, the corresponding head related transfer functions
(HRTFs) are used to produce noisy speech signals.

Case (A): In this case the target speaker is assumed to be about 1
meter away from the dummy head and exactly in front of it at the az-
imuth angle of 0 degrees. The background noise field is diffuse. To
model the diffuse noise field we use the binaural recordings of two
different diffuse noise types such as party and children playing. The
binaural recordings are taken from ICRA Natural Sounds database
[14] Head and Torso Simulator (HATS) recordings which are derived
in real life scenarios. According to ICRA Natural Sounds database
the selected noise types are described as follows [14]: 1) party noise
has been recorded in a large hall and represents the sound of a large
party with about 60 people talking all around the listener; and, 2)
children playing noise has been made indoor at a big playing field.
The children produce a lot of noise including strong impulse noises
from various toys. Case (B): In this case (similar to Case (A)) the
target speaker is assumed to be about 1 meter far from the dummy
head and exactly in front of it at the azimuth angle of 0 degrees.
The noise signal reaches to each microphone from a point noise
source which is 1 meter far from the dummy head and located at
an azimuth angle of 45 degrees anticlockwise from the front. In this
case, point noise sources (i.e. single-channel recorded noise signals)
like babble (produced by a large crowd and taken from NOISEX-
92 [15]) and sinusoidal white Gaussian noise (WGN) are used. Si-
nusoidal WGN is obtained through modulating WGN by the func-

tion, h(t) = 1 + sin (% f mod > where ¢ is the sample index,

fs the sampling frequency, and f 04 indicates the varying modu-
lation frequency which linearly increases in 30s from O Hz to 0.5
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Fig. 2. Performance of the proposed approach and the conven-
tional dual-channel noise reduction systems in terms of ASTOI,
PESQoutput, and ASSNR for the diffuse noise field case (i.e.

Case (A)) and two different noise signals.

Hz. In this paper, due to the space limit, we only present the results
for the above cases in which the target speech is assumed to be in
front. It should be noted that in our experiments this assumption ba-
sically would be in favor of the dual-channel noise PSD estimators
selected in our paper (see Section 1) and subsequently the corre-
sponding noise reduction systems.

4. EXPERIMENTAL RESULTS

In this section we present experimental results for the performance of
the proposed approach and the conventional dual-channel noise re-
duction systems (mentioned in Section 3 and shown in Fig. 1) which
are based on the single-channel noise PSD estimator (i.e. MMSE
algorithm) and the selected dual-channel noise PSD estimators such
as ECoh, and BNE algorithms. Except for the proposed approach
(where its settings are described in Section 3), all other algorithms
were implemented in a DFT-based spectral analysis-synthesis sys-
tem using overlapping square-root periodic Hann windows. The
window length as well as the DFT length are 512 samples (32 ms)
and the amount of overlap between the frames is 256 samples
(16 ms). We measure the performance with respect to the speech
quality enhancement by using the improvement in the segmental
SNR [1] (indicated by ASSNR) and the Perceptual Evaluation
of Speech Quality measure [16] (as implemented in [1]) for the
enhanced speech (indicated by PESQoutput). Furthermore we
evaluate the performance of algorithms in terms of the improvement
in the speech intelligibility by means of the Short Time Objective
Intelligibility measure [17] (indicated by ASTOI). The sampling
frequency of all signals used in this work is 16 kHz. The clean
speech signal has a total duration of 40s taken from the TIMIT
database [18] including two male and two female speech signals
(of four different speakers) where each one has a duration of 10s.
In the experiments for each type of noises, we change the input
overall SNR from -5 dB to 20 dB in 5 dB steps. In Fig.2 we show
the results for the diffuse noise field case (i.e. Case (A)) in terms
of the aforementioned performance measures. The experimental
results relevant to the case in which noise signals are directional
(i.e. Case (B)) are presented in Fig. 3. Furthermore, we considered
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Fig. 3. Performance of the proposed approach and the conven-
tional dual-channel noise reduction systems in terms of ASTOI,
PESQoutput, and ASSN R for the directional noise case (i.e. Case
(B)) and two different noise signals.

a case in the experiments in which completely uncorrelated WGN
is present at the two microphones. In this case less noise reduction
is expected. Here, we only report our observation about the results
that for this special case still a segmental SNR improvement of 2.5
dB (or equivalently an overall SNR improvement of 4 dB) can be
achieved by our proposed approach.

5. CONCLUSION

In this paper we extended a model-based dual-channel speech en-
hancement method and evaluated it in a number of different scenar-
ios with diffuse and directional noise. The important difference of
the proposed method to conventional noise reduction algorithms is
its independence of the noise power spectral density estimation and
of any prior knowledge about the noise field characteristics. Similar
to a source separation method (e.g., [10], [11]) we exploit a mix-
ture of circular-symmetric complex-Gaussian distributions projected
on the unit hypersphere to model the complex DFT coefficients of
noisy speech signals in the frequency domain. The noise reduction
was performed by bin-wise clustering of the noisy speech DFT co-
efficients into the noise and the target speech classes depending on
their DOA. We proposed a soft mask based on the responsibilities
assigned to the target speech class in each time-frequency bin. From
the experimental results one can observe that the proposed approach
is relatively robust to the type of noise field (i.e. either diffuse or
directional noise). The proposed approach proved to be quite effec-
tive in speech enhancement for directional noise sources (according
to experiments in Case (B)). Furthermore, the proposed approach
achieved a relatively good performance for diffuse noise field com-
paring to the conventional noise reduction systems (in particular for
the children playing noise). It is noteworthy that the performance
of our proposed method for uncorrelated WGN present at two mi-
crophones is approximately close to that of a delay-and-sum beam-
former. The potential of the proposed approach in increasing the
intelligibility for various conditions in our experiments is indicated
by the STOI measure while for the conventional noise reduction sys-
tems in some conditions a degraded intelligibility is predicted.
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