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ABSTRACT

Several methods have been proposed recently for modeling
posterior representations derived from local classifiers [1, 2].
In recent work, Sainath et al. have proposed the use of a tied-
mixture-based posterior modeling approach [3] to enhance
exemplar-based posterior representations for phone recogni-
tion tasks. In this work, we conduct a detailed evaluation to
determine the effectiveness of this technique on three repre-
sentative posterior systems. In addition, we propose and eval-
uate an alternative discriminative formulation of the posterior
modeling objective function that seeks to minimize frame-
level errors. In experimental evaluations on the TIMIT cor-
pus, we find that posterior modeling results in relative phone
error rate (PER) reductions of between 1.1–5.5 % across the
systems tested. In fact, using Spif–NN [4, 3] posteriors, we
are able to achieve a PER of 18.5; to the best of our knowl-
edge, this is the best result reported in the literature to date.

Index Terms— posterior modeling, TIMIT, phone recog-
nition, tied-mixture smoothing

1. INTRODUCTION

Local posterior estimates of phone class probabilities, derived
using neural networks (NNs), for example, have long been
used for phone and word recognition tasks in ASR. For in-
stance, such posterior representations have been used, after
suitable transformations, to estimate HMM output probabili-
ties [5] in the ‘hybrid’ approach or as a replacement for stan-
dard MFCCs or PLPs in the ‘tandem’ approach [6]. Although
these approaches can, in principle, be used to integrate lo-
cal posterior probabilities generated from arbitrary underlying
classifiers, better classification performance does not always
translate into better recognition performance: It has been em-
pirically observed with some classifiers, for example poste-
riors derived from conditional random fields (CRFs) [7] and
exemplar-based methods [4], that the entropy of the resulting
posterior distributions is extremely low. As a result, when the
system prediction is incorrect, the probability of the incorrect
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class is boosted relative to the correct class which leads to
errors in subsequent processing.

There have been a number of recent proposals, that we
collectively refer to as posterior modeling, that have at-
tempted to address the problem of posterior sharpness (low
entropy of resulting posterior distributions). Aradilla [1] has
proposed using Kullback-Leibler divergences between state
distributions learned for phone states and posterior vectors
corresponding to speech frames and applied these models for
word recognition tasks. In [2], the authors propose modeling
the output distribution of posterior vectors in an HMM using
a Dirichlet mixture model, thus avoiding the need for ‘tan-
dem’ processing. In [8], the authors consider techniques for
reducing posterior sharpness in CRF-derived posterior repre-
sentations by considering transformation of the CRF model
parameters.

In this work, we conduct a detailed evaluation of the tied-
mixture posterior modeling approach proposed in [3]. Our
goal in this work is to determine whether these techniques
can be effective at improving performance on posterior rep-
resentations obtained from various posterior systems. For
this purpose, we consider three representative posterior sys-
tems: posteriors generated from an exemplar-based approach
(Spif–NN [3, 4]), a deep belief network (DBN) trained
on discriminative acoustic features and a state-of-the-art
GMM-HMM system. We also consider a modification of
the maximum-likelihood-based formulation of the objective
function explored in [3], replacing it with a discriminative
objective function that directly attempts to minimize frame-
level errors. In experimental evaluations, we find that poste-
rior modeling results in relative PER reductions of between
1.1–5.5%.

2. POSTERIOR MODELING USING TIED MIXTURE
SMOOTHING

Posterior modeling was proposed recently [3] as a means
for reducing posterior sharpness and was demonstrated to
improve performance on TIMIT [9] phone recognition.
Although the technique was introduced in the context of
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Spif–NN (NN posteriors trained on Spif features [4]), it is
extremely general and can be utilized for modeling arbitrary
posterior representations. We begin with a detailed review of
the technique in this section.

Given a speech utterance x, let the acoustic vector cor-
responding to frame t be denoted as, xt. We assume the
existence of an underlying classifier that produces posterior
estimates of phone state probabilities, which we denote as
p(q = k|xt), where k ∈ Q represents a particular phone state.
For example, the underlying posterior representation might
correspond to a deep belief network (DBN) trained to predict
context-dependent phone state probabilities. These posterior
representation can be converted into scaled likelihoods using
Bayes’ rule (denoted by at(k;x)), by dividing them by prior
class probabilities, p(q = k):

at(k;x) =
p(q = k|xt)

p(q = k)
(1)

When underlying classifiers are trained to optimize frame
error rates, the resultant posterior distributions often display
very low entropy. As a result, when the classification deci-
sion is incorrect, the corresponding posterior distribution and
hence the likelihoods in Equation 1 for the incorrect class
are over-emphasized; this in turn degrades performance when
these posteriors are utilized for phone or word recognition.
This can be mitigated by using a tied-mixture smoothing tech-
nique [10] that models individual class likelihoods as mix-
tures of likelihoods from all classes. Denoting the mixing
coefficients by b(l, k), for states l, k ∈ Q, we represent the
smoothed class likelihoods, denoted as ct(l;x), as

ct(l;x) =
∑
k∈Q

b(l, k)at(k;x) (2)

where, ∀l, k ∈ Q : b(l, k) ≥ 0 and ∀l ∈ Q :
∑
k∈Q

b(l, k) = 1

(3)
Thus, in summary, the smoothed models are parameter-

ized by a set of |Q|2 mixing coefficients that are the param-
eters of the model. The simplicity of the form of the model
in Equation 2 makes it amenable for parameter learning in a
maximum-likelihood framework (Section 2.1) or alternatively
in a discriminative framework where the model can optimize
a task-specific cost function as described in Section 2.2.

2.1. Parameter Learning: Maximum-Likelihood Formu-
lation

In this section, we present a technique for learning the pa-
rameters of the model beased on a maximum-likelihood (ML)
formulation. Given a training corpus {xi}Ni=1 of speech utter-
ances, let q̂t(x) ∈ Q denote the true phone state label cor-
responding to frame t in the utterance x. Denote by the set
T l, the set of frames in the corpus that correspond to the class

l ∈ Q, i.e. T l = {(t,xi) | q̂t(xi) = l}. The data-likelihood,
F , under the model in Equation 2 is given by,

F =
∏
l∈Q

fl(b) =
∏
l∈Q

∏
(t,xi)∈T l

ct(l;xi) (4)

The maximum likelihood estimate of the parameters
b(l, k) can be obtained by maximizing Equation 4, subject
to the constraints in Equation 3. Since Equation 4 is a poly-
nomial with positive coefficients, it can be solved iteratively
using the Baum-Welch update equations, where we exploit
the fact that the optimization can be done independently for
each l ∈ Q,

b(l, k)←
b(l, k)∇b(l,k)fl(b)∑
j∈Q b(l, j)∇b(l,j)fl(b)

(5)

The gradients required in Equation 5 can be computed as,

∇b(l,k)fl(b) =
∑

(t,xi)∈T l

fl(b)
at(k;xi)∑

j∈Q b(l, i)at(j;xi)
(6)

Substituting the gradients from Equation 6 in Equation 5,
we derive the update equation as,

b(l, k)← 1

|T l|
∑

(t,xi)∈T l

b(l, k)at(k;xi)∑
j∈Q b(l, j)at(j;xi)

(7)

2.2. Discriminative Parameter Learning

As we had mentioned briefly in Section 2.1, the mixing coef-
ficients b(l, k) in Equation 2 can be learned discriminatively
to optimize a task-specific loss function. Note that the opti-
mization function in Equation 4, is a product of independent
functions fl(b), and can thus be optimized independently for
each class l ∈ Q. Thus, the final update formula in Equation
7 for b(l, k) is independent of b(l′, k′) for l 6= l′. The ML so-
lution boosts the score ct(l;xi) of each class independently,
which might increase inter-class confusability. We therefore
consider a frame discriminative objective function, G, that at-
tempts to boost the score for the correct class, while simulta-
neously reducing the score for competing classes as follows,

G =
∏
l∈Q

∏
(t,xi)∈T l

ct(l;xi)∑
j∈Q ct(j;xi)

=
∏
l∈Q

∏
(t,xi)∈T l

ct(l;xi)

Ct(xi)

(8)
where, we set Ct(xi) =

∑
j∈Q ct(j;xi). Unlike the ML ob-

jective function in Equation 4, the frame discriminative objec-
tive function attempts to increase the likelihood of the correct
class relative to all the other classes at that frame. The objec-
tive function in Equation 8 can be optimized iteratively using
the Extended Baum-Welch (EBW) [11] updates,

b(l, k)←
b(l, k)(∇b(l,k)G +D)∑
j∈Q b(l, j)(∇b(l,j)G +D)

(9)
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where, D is a sufficiently large constant to ensure that the con-
straints on the mixing coefficients, b(l, k) in Equation 3, are
satisfied. The required gradient, ∇b(l,k)G, can be computed
as,

∇b(l,k)G = G

 ∑
(t,xi)∈T l

at(k;xi)

ct(l;xi)
−

∑
j∈Q

∑
(t,xi)∈T j

at(k;xi)

Ct(xi)


(10)

3. EXPERIMENTS

All of the results reported in this paper are conducted on the
standard TIMIT phone recognition task [9]. The acoustic
models used in the experiments are trained on the TIMIT
training portion; results are reported on the the 192-sentence
core test set. Following standard practice [12] we collapse the
recognized phone labels down to 39 labels for scoring. In pi-
lot experiments, we found that training the parameters b(l, k)
on the TIMIT training data did not lead to improved phone
recognition accuracy on the TIMIT core test set. We therefore
learn these parameters using the 400-sentence development
set defined by Halberstadt and Glass [13]. The development
set is also used for tuning hyperparameters, since in pilot ex-
periments, we did not observe overfitting when training with
the ML criterion in Equation 4. Since the EBW updates are
iterative, they are sensitive to initialization. In all of our ex-
periments, we initialize the mixing coefficients to a uniform
distribution b(l, k) = 1/ |Q|.

As we mentioned in Section 2, posterior modeling tech-
niques are general, and applicable to any system from which
posterior representations can be derived.1 In our experiments,
we consider three representative posterior systems: a NN
trained on Spif posteriors [4], a deep belief network (DBN)
trained on fBMMI features and likelihoods obtained from a
GMM-HMM system. Details of each of these systems appear
in Section 3.1.

3.1. Details of Representative Posterior Systems

The GMM-HMM system that we report results on is created
as follows. First 13-dimensional MFCC features are created
from the speech utterances, which serve as the initial acous-
tic features. Acoustic models are then trained using the fol-
lowing recipe [14] with the IBM Attila speech recognition
toolkit. Training begins with the creation of a set of context-
independent (CI) models. These CI models are then used
to bootstrap the training of a set of context-dependent tri-
phone models using linear discriminant analysis (LDA) fea-
tures. This is followed by vocal tract length normalization
(VTLN) and feature space Maximum Likelihood Linear Re-
gression (fMLLR) which maps the features into a canonical

1In fact, since we first convert the posteriors to scaled likelihoods, the
techniques are also applicable to systems such as GMM-HMM systems,
where we can compute acoustic likelihoods directly.

Fig. 1. N-best phone error rate results (%) for the Spif–NN
system across a range of N. The Spif system with posterior
modeling outperforms the system without posterior modeling
at all levels of N .

System PER (%) without PER (%) after
post. modeling post. modeling

Spif–NN 19.1 18.5
DBN 19.0 18.8
GMM 20.0 18.9

Table 1. Phone error rates (PER) on TIMIT core test set ob-
tained with and without posterior modeling using the ML-
criterion described in Equation 4 on the three representative
systems described in Section 3.1.

speaker space. This is followed by creating a set of discrimi-
native models and features using the Boosted Maximum Mu-
tual Information (BMMI) criterion. The resulting set of mod-
els is then adapted using MLLR. The Spif [4] features and
the DBN system that we report results on are trained on these
fBMMI features.

3.2. Results of Applying Posterior Modeling to the Rep-
resentative Posterior Systems

We present results obtained on the three representative poste-
rior systems after applying the ML-based posterior modeling
technique described in Section 2.1 in Table 1. As can be seen
from the results presented in the table, the use of the ML-
based posterior modeling technique improves system perfor-
mance in each of our representative systems by between 0.2–
1.1% absolute (1.1–5.5 % relative). It is also interesting to
note that the strength of the improvement is proportional to
the performance of the initial system; all three systems ob-
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System Oracle Lattice PER Oracle Lattice PER
without posterior after posterior

modeling (%) modeling (%)
Spif–NN 2.6 1.8

DBN 2.9 2.3
GMM 3.0 2.0

Table 2. Lattice Oracle Phone error rates (PER) on TIMIT
core test set obtained with and without posterior modeling
using the ML-criterion described in Equation 4 on the three
representative systems described in Section 3.1.

tained similar performance on the TIMIT core test set after
posterior modeling. Furthermore, to the best of our knowl-
edge, the PER of 18.5% that we obtained in these experi-
ments, is the best reported number in the literature to date.

3.3. Lattice Oracle and N-best Results

As we mentioned in the introduction, one of the motiva-
tions for applying tied mixture-smoothing techniques for the
Spif–NN system was to mitigate the problem of posterior
sharpness. The 1-best phone recognition error rates in Table
1 clearly suggest that posterior modeling techniques help im-
prove system performance. In order to further examine the
effect of posterior modeling on the representative posterior
systems, we computed oracle lattice error rates2 for the vari-
ous representative systems. We report these results in Table 2.
As can be seen in the table, posterior modeling improves even
the oracle lattice WERs by between (0.6–1.0%). In order to
explore this issue further, we also computed N-best PER re-
sults for the systems, which we plot for the Spif–NN system
for ‘shallow’ (N = 1, · · · , 9) and ‘deep’ (N = 10, · · · , 100),
values of N in Figure 1. As can be seen in the plot, posterior
modeling helps in both ranges of N . The plot for ‘deep’
values of N provides some evidence that posterior modeling
may help to mitigate the problem of posterior sharpness by
ensuring that the score of the correct class is not completely
dominated by other incorrect classes.

3.4. Frame-Discriminative Objective Function

Finally, we explore the effectiveness of replacing the ML-
based objective function with the discriminative frame-level
objective function described in Section 2.2. Our results on the
three representative posterior systems are presented in Table
3. Performance of the Spif–NN and DBN systems were sim-
ilar under either objective function although there was a small
improvement (0.2% absolute) for the DBN system. However,
the performance of the GMM posterior system was signif-
icantly worse with the frame-discriminative objective func-
tion. We observed that the GMM posterior system using the

2Lattices were created using the same pruning thresholds in order to make
these numbers comparable across systems.

Fig. 2. PER for the GMM system with posterior modeling
according to the discriminative criterion in Equation 8 plot-
ted on the development and core test set as a function of the
number of iterations of EBW updates.

System No post. Frame-Disc ML
modeling obj. function obj. function

Spif–NN 19.1 18.8 18.5
DBN 19.0 18.6 18.8
GMM 20.0 21.5 18.9

Table 3. Phone error rates (PER) (%) on TIMIT core test
set obtained with and without posterior modeling using the
frame-discriminative criterion (Equation 8) and the ML-based
criterion (Equation 4) on the three representative systems.

frame-discriminative objective function, had a substantially
lower error rate on the development set (≈ 4% absolute),
which suggests that the increase in PER on the core test set
is the result of overfitting as illustrated in Figure 2.

4. CONCLUSIONS AND FUTURE WORK

We presented the results of a set of detailed evaluations that
were aimed at determining whether tied-mixture posterior
modeling techniques are effective at improving performance
for a number of posterior-based systems. In experimental
evaluations, we obtained 1.1–5.5% relative improvements
across three representative posterior systems using the ML-
based criterion presented in Section 2.1. This included a core
test error rate of 18.5% which to the best of our knowledge
is the lowest reported error rate on TIMIT. We also proposed
and evaluated a discriminative loss function aimed at min-
imizing frame-level errors. For two systems, performance
of the discriminative objective was comparable to the ML
objective, but did substantially worse in the GMM posterior
system due to overfitting.

In future work, we would like to further explore discrim-
inative posterior modeling techniques, and address some of
the shortcomings of the model presented in Section 2.2. We
would also like to evaluate these techniques for word recog-
nition tasks.
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