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ABSTRACT

In this paper we address reducing the mismatch between
training and testing conditions for robust distant-talking speech
recognition under realistic reverberant environments. It is
well known that the distortions caused by reverberation, back-
ground noise, etc., are highly nonlinear in the cepstral do-
main. In this paper we propose to capture the complex re-
lationships between clean and reverberant speech via joint
dictionary learning. Given a test reverberant speech with a
sequence of feature vectors we first find their sparse represen-
tations, and then estimate the underlying clean feature vec-
tors using the dictionary of clean speech. Based on speech
recognition experiments conducted under realistic reverber-
ation conditions, the proposed method is shown to perform
very well, resulting in an average relative improvement of
59.1% compared with the baseline front-ends.

Index Terms— sparse representation, reverberation-robust
speech recognition, blind dereverberation, Mel-Frequency Cep-
stral Coefficients (MFCCs).

1. INTRODUCTION

The focus of this paper is on one-microphone robust distant-
talking ASR under reverberation conditions, in which addi-
tive distortions and reverberation of the desired signal mainly
hamper ASR. Reducing reverberation through deconvolution
(inverse filtering) is one of the most common approaches. The
main problem is that the reverberation energy must be very
well estimated for successful deconvolution. Because both
the speech signal and the reverberation are nonstationary sig-
nals, dereverberation to obtain clean speech from the convo-
lution of nonstationary speech signals and impulse responses
is far from trivial. Blind dereverberation (e.g., [1] [2]) is an
extremely challenging task, since neither the room impulse
response (RIR) describing the acoustic path between speaker
and microphone nor the speaker signal is available. Derever-
beration via suppression [3] and enhancement [4] treats the
late reverberation as an additive noise, and spectral subtrac-
tion (SS) based techniques can be applied for reverberation
compensation. However, their drawback is that the reverber-
ation compensation is undesirable if the late reverberation is
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not estimated precisely. For robust speech recognition, it is
sufficient to estimate a clean speech feature sequence. Cep-
stral Mean Normalization (CMN) [5] is a simple and effec-
tive way of reducing the channel distortion by normalizing
the cepstrl feature vectors. Although CMN is effective for the
early reverberation , it works not so well in a distant-talking
environment in which the duration of the impulse response
usually has a much longer tail. [6] and [7] increase the ro-
bustness of an ASR system to reverberation through variance
compensation in cepstral domain and explicitly modeling re-
verberation in log-melspectral domain, respectively. How-
ever, they are mainly based on linear model. It is well known
that in realistic distant-talking environments the distortions
caused by reverberation and/or additive noise are highly non-
linear in the cepstral domain.

Recently sparse representation (SR) [8] have been grow-
ing interest in signal processing and pattern recognition. In
SR a signal is approximated by a linear combination of a few
atoms from a pre-defined dictionary. SR techniques have been
applied to different fields, such as compressive sensing [9],
face recognition [10], phone recognition [11], etc. However,
most existing SR methods only consider sparse modeling in
a single signal space, and few considers dictionary learning
across different signal spaces. In reverberation-robust ASR,
we have two coupled feature spaces (e.g., clean and reverber-
ant feature spaces), and the two coupled spaces are usually
related by some mapping function, which could be nonlin-
ear as mentioned above. In such cases, it is often desirable
to learn representations that can not only well represent each
signal space individually, but also capture their relationships
through the underlying sparse representations.

In this paper, we propose a joint sparse representation
(JSR) technique, in which a joint dictionary learning is per-
formed across the clean and reverberant feature spaces, for
feature dereverberation with application to robust speech recog-
nition. In the proposed joint dictionary learning, the two sparse
codes are expected to capture possible complex relationships
between the clean and reverberant feature spaces by sharing
the same representation coefficients. For any given testing
reverberant feature vectors we first find their sparse represen-
tation coefficients, and then estimate the underlying clean fea-
ture vectors, which are used for the input of the speech recog-
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nition system. Our proposed method is learning-based and
does not need any explicit reverberation model. Our experi-
ments, conducted on realistic reverberation data, demonstrate
that the proposed method is capable of significantly reducing
the mismatches between the training and test conditions.

2. PROPOSED JSR METHOD

2.1. Single Sparse Representation (SR)

Let x© and x" be the feature vectors (e.g., Mel-Frequency

Cepstral Coefficients (MFCC)) of clean and reverberation speech,

respectively. In our case, a single sparse representation (SR)
could approximate x° and x" by a linear combination of a few

atoms from their corresponding dictionary D¢ = [d§,dS§, - - - ,d9]
and D™ = [d},d5,---,d%]' respectively, which is learned
via
N
min Y |[x§ — Dey¢[* ++¢llyslh 8))
i=1
and N
min Y " ||x} = D"y} + 4" |ly} |l )
i=1

where i is the frame index in our case and [V is the total num-
ber of training examples. {y¢} and {y!) are the sparse rep-
resentation coefficients of x{ and x;, respectively. v¢ and 7"
denote a penalty weight on sparsity. || - ||1 denotes the /-
norm, respectively.

SR learns representations of the input data that have only
few components that are significantly non-zero, i.e. that are
sparse. In a sparse representations, the dictionary D¢ or D"
should be overcomplete, when the size of the dictionary is
higher than the dimensionality of the input. The sparse over-
complete representations has been shown to be robust to noise
and partial image occlusion [10].

2.2. Joint Dictionary Training

In order to capture the complex relationships between the
clean and reverberant speech spaces and form a common rep-
resentation across the two spaces, we need to learn the dictio-
naries D¢ and D" jointly, and then estimate the underlying x¢
from x". The flow chart is illustrated in Fig. 1.

Given the coupled training feature sequences {x$}2¥ ; and

{xI},, the problem of jointly learning the dictionaries can
be formulated as follows:
N
min Y ([x§ = Dy, [* + [Ix] = D"y,[[*) +9lyilli- 3
i=1

Let

b 4)

XC
X =
X/l"
l{di} and{d’} are representation basis sets of clean and reverberant
speech, respectively.
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Fig. 1. Block diagram of the proposed joint sparse represen-
tation (JSR) method.

Then Eq. (3) reduces to a standard sparse code problem:

N

min ) _ ||x; = Dy;l[* +~llyilr-
i=1

(5

Equation (5) is not convex in both D and y,, however it is
convex in one of them with the other fixed?.

2.3. Clean Feature Estimation

Once we obtain the coupled dictionaries D¢ and D", for any
given testing noisy feature vector x;, we first find its sparse
representation in terms of D"
. 2
yi = arg min||x; — D"y, [[" + 7|yl (6)

Yi

and then estimate its corresponding clean feature vector x{ in
terms of D¢ via

x¢ = Dy}, ™
In terms of a test utterance with a sequence of feature vectors
X" = {x],x5, -+ ,x},} with M frames, the sparse repre-
sentations of X" can be found via

Y* = arg min || X" - D"Y|]® +4|[Y]]1, ®)
Y
where Y* = {y},y3, -+ , ¥4}, and then the estimated clean
feature vector sequence X¢ is obtained by
X¢=DY". 9)

2In our experiments, we used a Matlab package developed in [12].



2.4. Related to other works

[5] and [6] obtained their robustness to reverberation in cep
stral domain through mean substraction and variance com
pensation, respectively, and they are mainly based on linea
model. However, when the impulse response has a longe
tail the distortions caused by reverberation are nonlinear it
cepstral domain. Our method captures the non-linear rela
tionships between the clean and reverberant feature space:
through joint sparse representations. Moreover, our methoc
does not need any explicit reverberation model.

3. EXPERIMENTAL RESULTS

3.1. Database

The proposed approach was evaluated on a realistic speect
recognition task under reverberant environments. The train
ing and testing datasets was taken from the CENSREC-4 data
[13]. The clean training data, in which the total number o
the utterance was 8,440 by 110 speakers (55 females and 5
males), was selected for training the acoustic model. The
testset D was recorded in real reverberant environments by
10 human speakers (five females and five males) using twc
microphones (close-talking and distant-talking), in which the
speech recorded by a distant microphone was selected for the
evaluation. There were four reverberant environments (in-car
lounge, meeting room, and office) inside the testset D. In each
environment, the total number of the utterances was 493.

The speech signal was sampled at 16 kHz and windowed
with a 20-ms Hamming window every 10 ms (with a pre-
emphasis 1 — 0.97z71). A 24-channel mel-filter bank (MFB)
analysis was applied, and finally the log MFB outputs were
converted into 12 MFCCs through Discrete Cosine Transfor-
mation (DCT). The acoustic models consist of 18 phone mod-
els that have five states (three states for ‘sp’). The baseline
system was trained using 39-dimensional feature vectors con-
sisting of 12-dimensional MFCC parameters and log-energy,
along with their delta and delta-delta parameters.

3.2. Experimental Settings

As shown in Fig. 1, we need training and testing data set.
Inside the testset D of CENREC-4 corpus, there was a sepa-
rate adaptation data consisting of 110 utterances for each of
the four environments. The speech was also recorded by two
microphones (close-talking and distant-talking). In our exper-
iments, for each environment we adopted this adaptation data
for training the two coupled dictionaries on MFCC feature
vectors using Eq. (5), and then estimated the clean MFCC
sequence of each utterance inside testset D using Eq. (9). The
sparse size and the penalty weight v were empirically set to
1,024 and 0.4, respectively. Figure 2 shows the probability
density functions (PDFs) of the first Mel-frequency cepstral
coefficient of the close-talking speech, distant speech, and the
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Fig. 2. Probability density functions (PDFs) of the first Mel-
frequency cepstral coefficient of the close speech, distant
speech, and the estimated one using JSR for each reverber-
ant environment. Inside each sub-figure, thin line is for the
close-talking speech and bold line is for the distant speech or
the estimated one.

estimated one using JSR for each reverberant environment.
It can be found that compared with the distant speech, using
JSR reduces the difference from the close speech, which will
be helpful for the speech recognition system.

For comparisons, a parametric formulation of the gener-
alized spectral subtraction (GSS) [14] were applied and we
retrained the acoustic model after this processing. Cepstral
Mean Normalization (CMN) [5], one traditional dereverber-
ation technique adopted in many current systems, was also
performed for comparison.

3.3. Results

Table 1 shows the recognition results obtained from the dif-
ferent methods. “CT” denotes the recognition performance of
the speech recorded by close-talking microphone. The recog-
nition performance of “baseline” (distant speech) depend on
the reverberant environments. When the recording environ-
ment is seriously reverberant (e.g., in the case of “lounge”),
the recognition accuracy can degrade into less than 50%. Due



Table 1. Word accuracies (as percentages) for different meth-
ods. “meeting” denotes the meeting room environment.

[1]

in-car lounge meeting office | Average

baseline 76.27 43.83 89.12  85.18 | 73.60

CT 97.16  96.45 97.24  98.07 | 97.23
GSS 8632 7667  85.65 8329 | 8298  [2]

CMN 84.86 59.76 90.66  93.50 | 82.19

GSS+CMN | 88.88  83.07 89.32 9252 | 8845

JSR 84.71 67.32 9255 95.23 84.95

JSR+CMN | 87.62 79.74 90.19  93.30 87.71

[3]

to its capacity of reducing the channel distortion, Cepstral
Mean Normalization (CMN) is helpful for improving the speech
recognition performance. “GSS” performs significantly im-
prove the ASR performance in lounge environment, which
demonstrates the effectiveness of spectral subtraction for sup-
pressing the late reverberations. “GSS” performs not as well
as “CMN” in meeting room and office environments, where
there mainly exit the early reverberations. When the joint
sparse representation (JSR) is employed, the average recog- 6l
nition performance is better than “GSS” and “CMN”, which
demonstrates the effectiveness of the proposed method. More-
over, with a subsequent CMN post-processing, the recogni-
tion performance is further improved in relatively serious en-
vironments (i.e., “in-car” and “lounge”), and the average recog-
nition accuracy is achieved with a relative improvement of
59.1% compared with “baseline”.

[4]

4. CONCLUSIONS (8]
In this paper, we have proposed a joint sparse representation
(JSR) technique for cepstral-domain dereverberation for real-
istic distant-talking speech recognition. In our proposed JSR,
a joint dictionary learning is performed across the clean and
reverberant cepstral features in order to capture possible com-
plex relationships between the two feature spaces. Given a se-
quence of reverberant feature vectors (Mel-frequency cepstral
coefficients (MFCCs)), their corresponding cepstral vectors
of clean speech are estimated through the use of the dictio-
nary of clean speech. Compared with the spectral subtrac-
tion and the Cepstral Mean Normalization (CMN), the pro-
posed method shows its superiority in terms of a significant
improvement in recognition performance in the speech recog-
nition experiments conducted in four realistic reverberant en-
vironments.

In our experiments, the reverberant environments are as-
sumed to be known. In order to carry out data-driven recog-
nition, we need to develop an effective algorithm for the un-
seen reverberant environments. Moreover, when the system
encounters a new reverberant environment, automatic adapt-
ing the sparse representations to different reverberant envi-
ronments is desirable, and this should be one of future works.

[9]

[10]

(11]

[12]

[13]

[14]
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